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ABSTRACT

The occurrence of sector zoning in minerals of regional metamorphic or low-temperature
intrusive origin implies that rapid growth is not required for the development of this
particular form of homogeneous disequilibrium. It is shown here that sector zoning can
be a natural consequence simply of stow lattice diffusion. Given anisotropic surface en-
richment coupled with the low diffusivities typical of highly charged elements in refractory
accessory minerals such as zircon and titanite, sector zoning can arise even in cases of
growth rates as low as a few micrometers per million years. According to the proposed
model, the development of sector zoning depends upon the competition between growth
rate (V) and lattice diffusion (D;) within the near-surface layer (/), such that above a critical
value of VI/D; (~0.5-3), sector zoning is unavoidable in crystals that exhibit selective
enrichment on some growth surfaces. Known diffusivities of rare earth elements in zircon
and titanite lead to the expectation of sector zoning in these minerals with respect to REEs
for reasonable geologic growth rates. Even in the case of clinopyroxene, diffusion of REEs
and high field-strength elements may be slow enough to contribute to the development of

sector zoning in laboratory-grown crystals.

INTRODUCTION

The phenomenon of sector zoning has been observed
in a variety of minerals and synthetic crystals grown un-
der a wide range of natural and laboratory conditions.
The underlying cause, or at least a necessary condition
for sector zoning, is generally understood to be prefer-
ential adsorption (incorporation) during growth of one or
more components on a specific set of growth surfaces of
an anisotropic crystal (e.g., Hollister, 1970; Nakamura,
1973; Dowty, 1976; Shimizu, 1981; Reeder and Pa-
quette, 1989). Other, more specific models call upon dif-
ferences in growth mechanism of the various faces of a
crystal (e.g., Fouke and Reeder, 1992) or a diffusive
boundary layer in the growth medium against the ad-
vancing crystal surface (e.g., Leung, 1974). Common to
most models is the idea that the specific properties of the
interfacial region between the crystal and its growth me-
dium are responsible for the intersectoral differences in
elemental abundances. Because of this inferred interface
control, and perhaps also because sector zoning repre-
sents a blatant deviation from homogeneous equilibrium,
the phenomenon is commonly described as “kinetically
induced” (e.g., Paterson and Stephens, 1992). Despite the
frequent use of this or similar terminology, it is unusual
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to find a case in which the equilibrium-limiting kinetic
process is specifically identified.

A causal relationship with kinetics makes sector zoning
an intuitively acceptable feature of crystals that have
grown rapidly, such as phenocrysts in extrusive rocks or
perhaps any crystals grown in a laboratory time frame,
even if the specific kinetic mechanism cannot be identi-
fied. Other occurrences are more problematic in this re-
spect. For example, Paterson and Stephens (1992) de-
scribed sector zoning in titanite crystals from
metaluminous granitoids, and numerous occurrences have
been reported in zircon from intrusive igneous rocks (e.g.,
Fielding, 1970; Hoffman and Long, 1984; Paterson et al.,
1989; Vavra, 1990; Hanchar and Miller, 1993; Benisek
and Finger, 1993). Sector zoning in staurolite and other
regional metamorphic minerals is also well documented
(e.g., Hollister, 1970; Dowty, 1976). All these examples
represent crystals that, by any reasonable calculation,
could not have grown rapidly. In the case of zircon, for
example, the low diffusivity of Zr in granitic melts, com-
bined with the high demand for this dispersed element to
form ZrSiO,, leads to calculated growth rates of 10-'°-
10-'8 m/s for reasonable melt water contents and time-
temperature histories (Watson et al., in preparation). This
amounts to growth rates of only micrometers to tens of
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micrometers in a million years. It seems unreasonable to
assume that, at such low growth rates, one molecular
monolayer on the surface of a growing crystal would not
maintain partitioning equilibrium with a contacting hy-
drous melt at ~700 °C, or that a significant diffusive
boundary layer would develop in the melt. Accordingly,
it may be misleading in these cases to attribute the pres-
ence of sector zoning to interfacial disequilibrium. It is
probable that the surfaces of these slow-growing crystals
are continuously in equilibrium with the contacting growth
medium. Unfortunately, the surface exchange-rate data
needed to assess the extent of surface equilibration for a
given growth rate are unavailable.

The purpose of this paper is to explore the circum-
stances under which sector zoning might develop even in
cases of slow crystal growth. In the present usage, “slow”
refers to growth that, in a given amount of time, leads to
an advance of the crystal-melt interface by a distance
many orders of magnitude smaller than the effective dif-
fusive transport distance in the growth medium, i.e., con-
ditions under which sector zoning is not attributable to a
boundary-layer effect in the growth medium or a dis-
equilibrium kinetic effect at the crystal-melt interface. A
general model is developed in which the occurrence of
sector zoning is indeed dependent upon the growth rate
of the crystal but specifically in relation to the diffusivity
of a surface-enriched element in the crystal lattice. The
model represents a quantitative treatment of an idea orig-
inally suggested by Hollister (1970; his model III) and
incorporating a more general formulation by Tiller and
Ahn (1980); it is intended to extend, not supersede, ex-
isting ideas focusing upon interface enrichment alone and
to offer an alternative to disequilibrium at the crystal-
melt interface as a cause of sector zoning. Empbhasis is
placed on accessory phases in crustal rocks because the
common occurrence of sector zoning in these minerals
has been difficult to reconcile with their low inferred
growth rates. The implications of the model for crystal-
melt (fluid) partitioning and lattice diffusion of high field-
strength elements are briefly explored.

THE MODEL

It is assumed in this paper that the ultimate cause of
sector zoning is related to differences in atomic structure
or growth mechanism among the various surfaces (forms)
of a crystal. Here, as in previous models (e.g., Hollister,
1970; Hollister and Gancarz, 1971; Nakamura, 1973;
Leung, 1974; Dowty, 1976), some surfaces are seen as
more conductive than others to incorporation of impurity
ions (usually incompatible clements) from the growth
medium. Preferential surface adsorption is not regarded,
however, as sufficient in itself to cause sector zoning be-
cause it does not explain how the structural and chemical
characteristics of surfaces translate into compositional
variation within a crystal, nor does it provide a clear
connection between sector zoning and growth rate. The
question addressed below concerns the circumstances un-
der which enrichment of an element on certain growth
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surfaces leads to observable sector zoning within the crys-
tal volume.

Consider a planar, initially stationary interface between
a crystal and the host medium with which it is in chem-
ical equilibrium. In general, this medium would be a melt
or fluid; here, the word “melt” is used as shorthand for
any growth medium. Consider, also, that some incom-
patible element, i, is enriched in the surface layer (A,)
relative to its equilibrium concentration both within the
crystal lattice and on other surfaces of the same crystal
(see Fig. 1). As long as the crystal surface is stationary,
this situation represents an equilibrium state, as implied
by the schematic chemical potential vs. distance diagram
in Figure 1a. The cause of the surface enrichment need
not be specified but can be assumed to derive from a
greater variety and flexibility of coordination opportu-
nities for / on this particular surface (Nakamura, 1973;
Dowty, 1976; Tiller, 1991).

The equilibrium state of Figure la is perturbed when
the crystal begins to grow. For lack of a better represen-
tation, growth is depicted here as an instantaneous, step-
wise addition of a thin layer to the crystal surface (see
Fig. 1b). The former surface layer, A,, is now within the
volume of the crystal but retains, however briefly, its ini-
tial, surface-acquired concentration of i. This concentra-
tion exceeds that appropriate to equilibrium partitioning
between the crystal volume and the growth medium. In
thermodynamic terms, completion of former surface sites
in A, by overplating of a new surface layer A, causes the
activity of i (hence the chemical potential, y,) in layers
A, and A, to increase (see Fig. 1b). The key feature of the
present model is that, because both layers A, and A, are
now part of the crystal volume, lattice diffusion of i is
required to eliminate the resulting perturbation in p,.
Consequently, any retention within the newly created
crystal volume of the surface concentration of i depends
upon the outcome of the race between advancement of
the interface (which lengthens the distance over which
diffusion of { must be effective to eliminate this excess)
and lattice diffusion (which tends to eliminate excess i
from the near-surface region of the crystal).

The outcome of the competition between diffusion and
crystal growth can be assessed qualitatively by a simple
calculation. If the half-width, /, of a growth layer (i.e., one
silicate molecular monolayer) is assumed to be ~ 5 X
10-°m (5 A), then the average time required for addition
of this layer to the crystal surface is given by t = I/V,
where V is the growth rate in meters per second. Using
the approximation for mean diffusive transport distance,

I = \/Di M

where D, is the lattice diffusivity of i (in square meters
per second). Equating the diffusion time with the growth
time by replacing ¢ with //V in Equation 1, we find that
for the assumed value of /, the diffusion distance is com-
parable to the growth distance when V/D; =~ 2 x 10° m~'.
[The units of this ratio (inverse meters) and the use of a
characteristic diffusion distance (/) suggest a dimension-
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less quantity, VI/D,, that might be useful in a more rig-
orous and general treatment.] As a first approximation,
we would expect a crystal to retain within its volume
some memory of surface enrichment on selected growth
faces if V' = 2 x 10° D,. For the few instances of sector-
zoned crystals in which both crystal growth rate and the
diffusivity of a sectorally variable element can be esti-
mated, this result agrees with observation. For example,
the calculated geologic growth rates of zircon reported in
the introduction (10-*-10-'* m/s at 700 °C) would ne-
cessitate diffusivities at least as low as 10-2-10-" m?/s
for sector zoning to develop. Chemiak et al. (1993) re-
ported data for rare earth diffusion in zircon that extrap-
olate to diffusivities of ~10-%* m?/s at 700 °C. According
to our model, these values are by far low enough to lead
to sector zoning of zircon with respect to rare earths (pro-
vided, of course, that selective adsorption of rare earths
occurs on some growth surfaces).

The competition between growth rate and lattice dif-
fusion in the development of sector zoning is modeled
more rigorously as a case of surface-layer absorption and
one-dimensional diffusion perpendicular to a moving
boundary between two phases. Consider a crystal of ini-
tial half-length x, in chemical equilibrium with its sur-
rounding melt. The chemical potential of some trace el-
ement / dissolved in this crystal has the usual definition

=1 + RT In(v,C) @

where u? is the standard-state chemical potential of i, R
is the gas constant, T is the absolute temperature, and +;
is the activity coefficient of i. As shown in Figure 1a, the
chemical potential u; is uniform everywhere in the crystal
when the crystal and its surrounding melt are in the ther-
modynamic equilibrium. Hence, a necessary condition
for the enrichment of i in the surface layer is that its
activity coefficient #, in this layer be lower than that in
the interior of the crystal. For a trace element, it is rea-
sonable to assume that «, is a constant (vy,) in the interior
of the crystal and is a function of the spatial variable, x,
in the surface layer [i.e., v; = v,g(x)]. Hence, the chemical
potential in Equation 2 is rewritten as

#; = u) + RT In(y,C) + RT Infg(x)] 3

where the last term on the right side vanishes except in
the surface layer. The origin of the crystal-growth axis is
set at the initial crystal-melt interface (where x = 0), and
the center of the crystal is located at x = —Xx,. Equation
3 is essentially the same as that given by Tiller and Ahn
(1980) for adsorption of a trace element on the surface of
a crystal. Although the exact expression for g(x) is not
known for any silicate crystal, it is reasonable to assume
that RT In[g(x)] is at a minimum at the crystal-melt in-
terface and increases sharply toward the interior of the
crystal. For demonstration purposes, we follow Tiller and
Ahn (1980) and assume that RT In[g(x)] has the simple
exponential form

RT In[g(x)] = —In(F)exp(x/l), —x,=<x=<0 (4)
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Fig. 1. Schematic profiles of concentration (C;) and chemical
potential (x,) for incompatible element i across the interfacial
region of a crystal (a) in equilibrium with its growth medium
and (b) immediately after an instantaneous growth step. At equi-
librium, i is enriched in the surface layer because of the greater
flexibility of available sites. After a growth step, the former sur-
face layer A, becomes part of the crystal lattice, where i is less
compatible than in the surface layer. The resulting perturbation
in g; can be eliminated only by lattice diffusion. Fast lattice dif-
fusion results in equilibrium growth (heavy solid lines in C; and
u; plots in b), whereas sluggish lattice diffusion leads to disequi-
librium growth (thin solid line in b). In the limit of no lattice
diffusion, the concentration in the newly grown sector approach-
es that of the surface concentration (dotted line in b). See text
for discussion.

where [ (< x,) is the half-width of the surface layer, and
F is the equilibrium surface-enrichment factor defined as
the ratio of the crystal-surface concentration to its inte-
rior concentration when the crystal and its surrounding
melt are in equilibrium (also given by Eq. 5 when x = 0).
The equilibrium concentration distribution in the crystal,
appropriate to the boundary layer potential (Eq. 4), has
the form

Ci(x, 0) = COFexp(x/l ),

where C, is the concentration in the interior of the crystal.
At time ¢, the crystal-melt interface advances to a new
location, xb = V#, assuming a constant growth velocity
V. The half-length (X,) of the growing crystal becomes

X, =x, + Vt. (©)

X, =x=0 )
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Fig. 2. Normalized concentration profiles of a surface-en-
riched element in a growing crystal for various values of growth
Peclet number Pe (F = 10). The black bar in the inset shows the
location of the profiles within a hypothetical sector-zoned crys-
tal.

The diffusive flux J, in the growing crystal, in a reference
frame fixed to the original crystal-melt interface, is pro-
portional to its chemical-potential gradient; that is

‘" RT ox’

Upon substitution of the chemical potential in Equations

3 and 4, we have the diffusive flux for component i, tak-
ing into account the effect of surface-layer enrichment,

dC, D,In(F)

J,= - ,E + —I—Cexp[(x — Viy/l].

Q)

@®)

In the absence of a source or sink, the requirement of
mass conservation of i in the crystal leads to a diffusion
equation for the trace element i in the growing crystal:

oG, _ 8°C;, DIn(F)d{Cexpl(x — Vo/l]}
ot " dx? / dx i

®

Without surface enrichment (i.e., F = 1) Equations 8 and
9 recover Fick’s first and second laws of diffusion. As
pointed out by Tiller and Ahn (1980), the second term
on the right side of Equation 8 or 9 represents a driving
force for uphill diffusion when it is opposite in sign to the
Fickian diffusion term (also see Tiller, 1991). It is this
uphill diffusion that sustains the enrichment in the sur-
face layer.

Solutions to Equation 9 are obtained when the initial
and boundary conditions are specified. For simplicity, we
assume that the growth process is started from a seed or
core in equilibrium with its medium (Eq. 5; see also the
inset of Fig. 2). The usual no-flux condition is required
at the center of the crystal, that is

aC, B
I:a]JF—Xn - O’

This is a good approximation as long as x, > [ For the

X = —X,. (10)
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examples given below, we assume that the surrounding
melt is well stirred and has a constant composition
throughout the crystal-growth period. Because the crystal
and its surrounding melt are always in chemical equilib-
rium at the crystal-melt interface when the growth rate is
small, the boundary condition at the surface of the crystal
is written as

C(xb,t) = C,F, x = xb. (11)

A constant melt concentration in Equation 11 is justified
when the rate of growth is much slower than the rate of
diffusion of the trace element i in the melt (see our defi-
nition of slow growth in the introduction). The one-di-
mensional diffusion equation (Eq. 9) along with its initial
conditions (Eqgs. 5 and 6) and boundary conditions (Egs.
10 and 11) constitute a moving boundary problem. It has
one unknown, C,, and four physical parameters, D, F, ],
and V. To make the problem more tractable and for rea-
sons that will be apparent below, Equation 9 along with
its initial and boundary conditions are nondimensional-
ized by choosing the proper length (/), time (/2/D,), and
concentration (C,) scales, as follows: x = Ix, t = [2/Dg¢, C,
= (C,C’ where the primed variables are nondimensional.
The resulting equations are

IG5y ACemr ~ o)

—X, < x' = xb’ (12)

Ci(x’, 0) = Forr),  —xi < x' <0 (13)

[z—g]x’hxé =0, xX'=—x; (14)

Ci(xb’, ') = F, x' = xb’ (15)
Xi=x)+ xi,

=x{ + Pe-t’ (16)

where Pe = VI/D; is the ratio between diffusive time scale
(//D,) and growth time scale (//V) and is called the growth
Peclet number for the surface layer. Equations 12-16 have
one unknown, C’, and two dimensionless parameters, F
and Pe. Tiller and Ahn (1980), in a reference frame fixed
to the moving crystal-melt interface, obtained exact
steady-state solutions to a more general form of Equation
9. Although the concentration distribution in the surface
layer was fully captured, the steady-state solutions were
unable to estimate the concentration in the interior of the
crystal (Tiller and Ahn, 1980). The concentration behind
the surface layer is determined by solving the time-
dependent Equation 9 or 12. In the next section, we pre-
sent some numerical solutions to the above time-depen-
dent moving boundary problem using a finite difference
method.

RESULTS

Equations 12-16 were integrated numerically in a fixed
grid using an explicit finite difference scheme (e.g., Crank,
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Fig. 3. Percent of enrichment in the growing sector as a func-
tion of the growth Peclet number for three choices of F (2, 10,
and 100). The three sets of data points (open circle, open square,
and solid circle) were obtained from numerical simulations. The
solid lines are best fits to each data set. For reasons of practicality
(see text), a crystal is considered to be sector zoned if enrichment
amounting to >20% of the equilibrium surface concentration
develops in the modeled growth sector. By this definition, for Pe
< 0.5, sector zoning cannot develop by the mechanism de-
scribed in this paper. Values greater than ~0.5-3 (depending on
F), on the other hand, lead inevitably to sectoral enrichment of
any element that is preferentially adsorbed onto the growth sur-
face. For Pe > 100, the concentration in the growth sector closely
approaches the surface concentration (C,F). Concentration con-
trast in growth sectors is illustrated by the light-dark contrast in
the schematic crystal insets.

1975). Growth simulations were conducted for various
combinations of F and Pe to characterize the competition
between lattice diffusion through the surface layer and
growth of the crystal. These results are summarized in
Figures 2-4. Figure 2 presents normalized concentration
profiles in a growing crystal at selected values of growth
Peclet number when F = 10. For the purpose of presen-
tation, the spatial variable (x) is normalized to the final
crystal length (X;). As shown in Figure 2, at a selected
Peclet number, the crystal has two broad regions of nearly
uniform but distinct compositions, one in the interior of
the original seed crystal and the other in the newly grown
sector of the crystal. This results from the competition
between growth rate and lattice diffusion within the sur-
face layer (see Figs. 1 and 2). When the rate of diffusion
is much faster than the rate of growth (Pe — 0), the in-
terior of the crystal has ample time to exchange with its
surrounding melt through the surface layer. The effect of
uphill diffusion, due to the second term in Equation 9 or
12, eliminates any concentration buildup in the interior
of the crystal. Equilibrium distribution prevails (dotted
line in Fig. 2). As the rate of growth increases, uphill
diffusion through the surface layer becomes progressively
less efficient. Under these circumstances, some fraction
of excess i in the surface layer is trapped in the interior
of the newly grown crystal, creating a sector of concen-
tration enrichment behind the surface layer (Fig. 2). The
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Fig. 4. Plot showing the dependence of the critical Peclet
number Pe, upon the critical surface-enrichment factor F,. The
value of Pe, or F, is considered to be that which causes relative
enrichment in the newly grown sector of 20% (see text and Fig.
3). Observable sectoral zoning is present when Pe > Pe, at a
given F.

enrichment in this sector is sustained because of the slow
rate of lattice diffusion in the interior of the crystal. As
the rate of crystal growth further increases, lattice diffu-
sion becomes negligible compared with the growth rate,
and the concentration in the growing sector approaches
that in the enriched surface. In general, sector zoning de-
velops whenever the extent of crystal growth in a given
time interval is larger than the length scale of lattice dif-
fusion. The concentration in the enriched sector (C¥*) be-
hind the surface layer is independent of the final length
of the crystal (Fig. 2).

Figure 3 displays the percent of enrichment in the
growing sector as a function of the growth Peclet number
for three choices of the equilibrium surface-enrichment
factor F (2, 10, and 100). The dependence of C* on F is
small, although a nearly linear relation exists between In
C* and In F for a given Pe. This diagram also reveals that
the critical VI/D, value estimated previously is a very
good approximation of the maximum permissible value
for any enrichment whatsoever to occur in the growth
sector. For reasons of practicality, the critical value is
redefined at this point to specify the value needed to cause
enrichment amounting to 20% of the surface concentra-
tion at a given F; this value is designated Pe, (Fig. 4).
This redefinition is considered prudent because of the
limitations imposed by in situ analytical methods for trace
elements; accordingly, a critical value leading to plausibly
detectable enrichment is specified. As shown in Figure 4,
the variation of Pe, is rather small (~0.5-3) for the range
of F considered (~2-100).

It is important to underscore the point that the behav-
ior of a surface-enriched element in this model does not
depend upon the absolute values of D,, V, or /. The growth
Peclet number VI/D, alone is important in controlling
enrichment within a growth sector when the equilibrium
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surface-layer enrichment factor F is specified. For a given
amount of total growth, irrespective of the time required
for this growth to occur, the concentration profiles shown
in Figure 2 are identical for identical values of V//D,.

DiISCUSSION AND IMPLICATIONS
Limitations of the model

One type of limitation of the proposed model is related
to the simplifying assumptions made for the sake of com-
putational tractability. The most important of these is the
assumption that the concentration of element i is con-
stant in the growth reservoir at the crystal-melt interface.
This is a reasonable assumption as long as the length scale
of crystal growth is much shorter than the length scale of
chemical diffusion in the melt. For simplicity, constant
growth rate 7 and diffusivity D, were used in the simu-
lations. Allowing growth rate or melt concentration to
increase with time would increase concentration from core
to rim in the sector of interest, but it would not affect the
fundamental conclusion concerning the presence or ab-
sence of sectoral enrichment. It is also possible that lattice
diffusion in the near-surface region of a crystal is char-
acterized by a diffusivity somewhat higher than that of
the true crystal interior. This, again, has little affect on
our conclusions because lattice diffusion behind the sur-
face layer is always sluggish when Pe > Pe,. Variations
in the behavior of the system brought about by an en-
hanced near-surface diffusivity would not be distinguish-
able from variations caused by a reduction in the thick-
ness (/) of the surface layer because VI/D, is the critical
parameter. The assumption of the simple exponential re-
lation of the excess chemical potential for the surface-
layer enrichment in Equation 4 was made for demon-
stration purposes. Preliminary calculations using other
choices of excess chemical potential for the surface layer
(e.g., linear-step function, error function, and other forms
of integral functions) results in concentration profiles
similar to those shown in Figure 2. Furthermore, the en-
richments in the growing sector, C*, are within 15% of
that obtained using the exponential function (Eq. 4) when
the surface-layer thickness (), defined as

1 0
6= —ln[g O] J: B In[g(x)] dx

for a given R7 In[g(x)], is the same as that for the ex-
ponential function, that is 6 = 2/. All these are viewed as
secondary characteristics of the behavior of the system
and are omitted from the simulations. The presence of
core — rim concentration variations in natural sector-
zoned crystals does not invalidate the present model.
The other kind of limitation (or uncertainty) of the
model concerns its range of applicability in terms of crys-
tal growth rate. As noted earlier, sector zoning in rapidly
grown crystals is commonly attributed to sluggish inter-
face kinetics (e.g., Kouchi et al., 1983), which means,
presumably, that growth is too fast to allow establishment
of partitioning equilibrium between the surface and the

)
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growth medium. It is not possible at present to identify
the maximum growth rate at which this equilibrium can
be maintained, and so there is no clear demarcation be-
tween the realm in which the present model is the only
plausible one (i.e., where surface partitioning equilibrium
is maintained) and the realm in which interface disequi-
librium can play a role. It is important to note that the
explanation of sector zoning proposed here, i.e., lattice
diffusion that is slow in relation to growth rate, can still
operate even if partitioning equilibrium is not main-
tained at the surface.

Test cases from nature and the laboratory

Having quantified the outcome of the hypothesized
competition between ¥ and D, in the development of
sector zoning, and recognizing the possible limitations
listed above, we can examine previously reported cases
to see if our explanation is consistent with observation.
Unfortunately, there are few instances in which con-
straints exist on both ¥ and D; (see Table 1). Because the
main focus of this paper is upon slowly grown minerals,
emphasis is placed on natural zircon and titanite crystals,
but test calculations are also performed for some syn-
thetic clinopyroxenes. In the absence of any real con-
straints on the value of /, we use 5 A for reasons given
previously.

The sector-zoned titanite crystals from Scottish Cale-
donian granitoids described by Paterson and Stephens
(1992) were a principal stimulus for the work leading to
this paper. These crystals are predominantly euhedral,
range in size from ~0.2 to ~1 mm, and display pro-
nounced sector zoning of the rare earths and other ele-
ments involved in charge compensation when REEs re-
place Ca (e.g., Fe**, Al, and Ti). Growth rates of these
crystals cannot be estimated accurately because neither
the cooling rates of the host plutons nor the crystalliza-
tion intervals of titanite are well constrained. For com-
puting V values, growth of 100 um was considered to
occur over time intervals ranging from 10* to 10 yr, which
is probably a reasonable range for intrusive rocks. Known
diffusivities for REE in titanite range from 5 x 10-28 m%/s
(700 °C) to 1 x 10-% m?/s (800 °C) (Cherniak, 1995),
yielding Pe values of ~0.02 to ~300 (Table 1), which
easily span the critical range. The calculation at least per-
mits the development of sector zoning by the proposed
mechanism.

Because of the large margin for error, the ballpark com-
putation described earlier (based on /2 = Dy) for REE
zonation in zircon clearly demonstrates the plausibility
of the critical V//D, concept in the case of zircon. For the
sake of completeness, results based on the more rigorous
numerical model are shown in Table 1. Because REE
diffusion in zircon is so sluggish (Cherniak et al., 1993),
growth rates four or five orders of magnitude slower than
our calculated values (Watson et al., in preparation) would
still produce sector zoning by the proposed mechanism
(Pe = 5 x 10°-5 x 10¢). Our preliminary data on diffu-
sion of U and Hf in zircon reveal diffusivities even lower
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TaBLe 1. Summary of input data, sources, and results of the model test calculations described in the text

Sector-

zoned Known D;

mineral Reference Element V (m/s) (m?/s) D, reference Pe (=VIID)*
Nat. titanite Paterson and REE 10-*-10-"* 5 x 10-2 (700 °C) Cherniak, 1995 1.6-317

Stephens, 1992 1 x 10-2 (800 °C) 0.02-3.2

Nat. zircon e.g., Fielding, 1970 REE 10-1°-10-* 1 x 10-* (700 °C) Cherniak et al., 1993 5 x 10°-5 x 10°
Syn. cpx Kouchi et al., 1983 Al (Ti) 10-¢ 3 x10-7 Grove and Wagner, 1993 0.17
Syn. cpx Skulski et al., 1994; REE 10-° 1x10-@ Sneeringer et al., 1984 0.50

Hart and Dunn, 1993

* For a surface-layer half-thickness (/) of 5 A, the minimum Peclet number (Pe,) required for sector zoning is 0.5-3.0, depending on the value of the

surface-enrichment factor, F (see text, Figs. 3 and 4).

than those for REEs. Consequently, enrichment in either
of these elements on selected growth surfaces could easity
result in sectoral variations in U or Hf abundance.

Because crystals cannot grow zircon at a rate as low as
several micrometers per 10'° yr, the foregoing calcula-
tions raise an obvious question: Why don’t all zircon
crystals exhibit sector zoning? It is possible that near-
surface lattice diffusion really is faster than true lattice
diffusion (see limitations discussed above), and so the
diffusivities of Cherniak et al. (1993) may not be relevant
to the problem. However, it is also possible that sector
Zoning in zircon is in fact ubiquitous and we simply fail
to detect it.

The mineral exhibiting what igneous petrologists might
consider the classic example of sector zoning is clinopy-
roxene, which commonly shows sectoral variation of
highly charged elements (e.g., Ti, Al, Cr, and REESs). Nu-
merous examples have been reported, both in natural
rocks (e.g., Strong, 1969; Hollister and Gancarz, 1971;
Wass, 1973; Nakamura, 1973; Downes, 1974; Leung,
1974; Shimizu, 1981) and in experimental products (e.g.,
Kouchi et al., 1983; Hart and Dunn, 1993; Skulski et al.,
1994). In contrast to titanite and zircon, clinopyroxene
crystals cannot always be regarded as slowly grown. In
fact, the synthetic examples noted above are known to
have grown at rates that are rapid (10-°-10-¢ m/s) com-
pared with diffusive transport in the melt. For such cases,
satisfactory explanations for the occurrence of sector zon-
ing already exist. It is instructive, nevertheless, to see
whether the V" vs. D, competition we describe could be a
contributing factor to this classic case of sector zoning.

In the study of synthetic clinopyroxenes (CaMgSi,Oq-
CaTiAlLOy) by Kouchi et al. (1983), crystals were grown
at several levels of supercooling, which led to growth rates
ranging from 10-°to 3 x 10~¢ m/s for the various crystal
faces. Sectoral variations in both major (Si, Ca, and Mg)
and minor components (Al and Ti) were noted, the latter
being most pronounced at a supercooling of 25 °C, at
which the average growth rate for the various crystal faces
was 10-® m/s. At this V value, the minimum diffusivity
required for sector zoning to develop by the proposed
mechanism is 2 x 10~ m?/s. Directly relevant diffusion
data do not exist, but the values reported by Grove and
Wagner (1993) for ©Al*AL = ©1Mgl“ISi interdiffusion may
represent a reasonable order-of-magnitude estimate. As
shown in Table 1, the Grove and Wagner diffusivity is

several times too high to allow our mechanism to con-
tribute to sector zoning (Pe = 0.17). However, diffusion
of Ti*+ may well be characterized by a somewhat lower
diffusivity than that for ®IAIMA] = ©IMgH“ISi interdiffu-
sion, and so the possibility remains that the competition
between lattice diffusion and growth rate played some
part in the minor element sectoral heterogeneity reported
by Kouchi et al. (1983).

Augite grown in crystal-liquid partitioning studies by
Skulski et al. (1994) and Hart and Dunn (1993) displays
sector zoning of several trace cations, all of which have a
charge of +3 or greater and thus are likely to be slow
diffusing. The intersectoral chemical variation includes
the rare earth elements, which are the one group of ele-
ments for which some diffusion data are available for
clinopyroxene (Sneeringer et al., 1984). The diffusivity
for Sm in diopside leads to Pe = 0.5, which is at the low
end of the critical range. Again, given the inherent un-
certainty not only in diffusion data but also in applying
D, values measured for one mineral to another mineral
of slightly different structure and composition, it is pos-
sible that Pe is well within the critical range in this ex-
ample of sector zoning. Note, also, that use of a surface-
layer thickness >5 A would assure Pe > Pe, even with
the data used.

Some of the best examples of sector zoning are found
in carbonate minerals. Sector-zoned calcite crystals exist
both in nature, where growth is slow (e.g., calcite ce-
ments), and in the laboratory, where growth is relatively
fast (Reeder and Paquette, 1989). To our knowledge, no
data are available for diffusion of sectorally variable ions
in carbonates, but it seems conceivable that the sector-
zoning mechanism proposed here could play a role in
diagenetic and related processes simply because diffusion
is generally so slow at the relevant temperatures. Reeder
(1991) made the intriguing suggestion that sector zoning
might include (or cause) intracrystalline differences in the
stable isotopic composition of calcite. Given some iso-
topic fractionation among growth surfaces, and low dif-
fusivities for the isotopes of interest, the present model
certainly allows this possibility.

Implications for element partitioning and diffusion

Assuming for the moment that the mechanism pro-
posed here is responsible for the development of sector
zoning in accessory minerals, we call attention to some
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potentially useful implications of knowing the critical
growth Peclet number VI/D,. One possible use is to place
constraints on diffusivities: for example, a case of sector
zoning in which the growth rate is constrained would pro-
vide the opportunity to calculate a maximum lattice dif-
fusivity for the sectorally variable element(s). Conversely,
a case of sector zoning in which knowledge of diffusion
parameters were available would allow a minimum growth
rate to be estimated. In a crude way, such an estimate
can be attempted for the case of titanite discussed pre-
viously: assuming, arbitrarily, that the crystals described
by Paterson and Stephens (1992) grew at an average tem-
perature of 700 °C, then Dy = 5 x 10-2 m2/s (Cherniak,
unpublished data). For a critical V/D, of 5 x 10°m (5 A
surface thickness), the growth rate must have been at least
2.5 x 107" m/s (7.9 x 10-% um/yr) for sector zoning to
develop.

Another possible application is the calculation and use
of surface-enrichment factors. For the case of zircon dis-
cussed previously, where Pe is much higher than the crit-
ical value, it is reasonable to assume that the concentra-
tion of a REE in any sector is equivalent to C,F.
Accordingly, knowledge of the equilibrium concentration
in the crystal, C,, would allow direct calculation of the
surface-enrichment factor, F. Even if knowledge of C, is
unattainable, it is possible that intersectoral partitioning
is temperature sensitive and could be calibrated as a ther-
mometer.

Another implication of the model presented here de-
rives from the demonstrated linkage between sector zon-
ing and lattice diflusion: sectoral variations in element
concentration could, under special circumstances, be
caused solely by direction-dependent diffusion. Suppose,
for example, that some degree of surface enrichment in a
particular element occurs on all growth surfaces of a given
mineral. If the growth rate is more or less the same for
all surfaces, and of the right magnitude to yield an aver-
age VI/D, close to the critical value, then significant an-
isotropy in D, could lead to sector zoning. Well-docu-
mented cases exist of anisotropic diffusion, even in
nonmicaceous minerals. For example, fivefold to tenfold
variations in D, with crystallographic direction have been
observed for Sr diffusion in feldspars (e.g., Cherniak and
Watson, 1992) and pyroxenes (Sneeringer et al., 1984).
Much larger degrees of diffusive anisotropy have been
reported occasionally for other minerals and diffusants
(e.g., for CI-F exchange in apatite; Brenan, 1993).

A final point concerning the results of our model is that
the combination of slow lattice diffusion and any kind of
surface enrichment of trace elements, even if the enrich-
ment is uniform on all surfaces, can lead to apparent
bulk-crystal partition coefficients that depart from equi-
librium. The presence of chemically distinct sectors in a
phenocryst provides a convenient and clear indicator of
disequilibrium partitioning. However, if surface enrich-
ment were nonselective, disequilibrium partitioning could
result from high V//D; and be essentially undetectable.

Drawing meaningful conclusions from the model im-
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plications discussed above necessitates the use of caution,
especially in situations in which very slow growth is not
a foregone conclusion. What is badly needed in the appli-
cation of the model to igneous and metamorphic rocks,
is knowledge of the high-temperature kinetics of element
partitioning between the surface layer and the host me-
dium of a growing mineral. Inferences based on use of Pe
concerning growth rate and diffusion in sector-zoned
minerals would be on much firmer ground if surface equi-
librium could be generally assumed for all but the most
rapidly grown crystals.

CONCLUDING REMARKS

This paper provides a quantitative discussion of a
mechanism by which differences in the composition of
specific growth surfaces can be retained in the interior of
a crystal as sector zoning. We show that there exists a
critical ratio of growth rate to lattice diffusivity, VI/D,,
above which the development of sector zoning is inevi-
table given surface-specific enrichment in component i.
The proposed model explains the occurrence of sectoral
chemical heterogeneity in minerals from both metamor-
phic and slowly cooled intrusive rocks. Under appropri-
ate circumstances, and with due caution, the model can
be used to draw conclusions about growth rate and dif-
fusion in minerals exhibiting sector zoning.
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