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Algorithms Selected:
KNN, RF, 

SVM, XGBoost
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Notes:

1. The dataset was randomly split into a 

training set (80%) and a testing set (20%)

2. Tuning hyperparameter with grid 

search and 10-folder cross validation

3. Feature selection with SHAP value

4. Evaluating algorithms with F1-Score
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