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Abstract

EXAFS analysis is here used to characterize short-range order (SRO) and local structure in oxide solid solutions by direct measurement of the identity and number of next nearest neighbor (NNN) cations. Precision is improved through the use of constraints, including simulation-derived interatomic distances.

EXAFS Fe-K edge measurements were made on seven MgO-FeO solid solution samples rapidly quenched from 1140 °C. The number of Fe and Mg cations in the NNN shell about an average Fe atom were found to deviate from a random distribution by only 1.4% of total NNN atoms, on average. EXAFS-derived first shell distances agree with simulation results. Fourier deconvolution of Mössbauer spectra of these samples resolves the fine structure, which further supports a random cation distribution.

Computer simulations of α-LiFeO₂ and solid solutions of α-LiFeO₂ and MgO were carried out for random distributions and for locally ordered distributions in which local charge-balancing cation interchange (simulated diffusion) was permitted. Such interchanges decrease Li-Li and Fe-Fe NNN contacts relative to the number of Li-Fe contacts but do not affect Mg distribution. Fe-K edge EXAFS measurements of two samples of α-LiFeO₂ prepared at 1000 °C gave 4.6 and 4.8 NNN Fe atoms, in agreement with the 4.89 predicted by a locally ordered simulation.

Precise fitting of EXAFS spectra of 12 MgO-α-LiFeO₂ solid solution samples (also quenched from 1000 °C) required the additional assumption of no Mg atom clustering. EXAFS measurement of the remaining Li,Fe NNN atoms around probe Fe atoms also corresponded closely (within 2.6% of total NNN atoms) to a random distribution. The change from locally ordered to random appeared between 100 and 800% LiFeO₂. Several samples with very low Fe content gave erratic results attributable, we believe, to sample heterogeneity.

Introduction

Short-range order (SRO) in a solid solution is the deviation from randomness in pair and higher order correlations. The state of SRO is an important aspect of the internal energy and is a function of the composition, temperature, pressure, and history of the sample. In an n-component solid solution, the state of SRO is quantified by a set of terms, \( P_{ij} \), which are the probabilities of an atom of type \( i \) having an atom of type \( j \) in any of its \( k \)th neighbor equivalent sites (i.e., in one of its \( k \)th coordination shell sites). There are \( n^2 \) such terms for each coordination shell, of which \( n(n-1)/2 \) are independent (deFontaine, 1971).

In the MgO-type oxide structures considered here, a cation is surrounded by six nearest neighbor O anions along (100), 12 next nearest neighbor (NNN) cations along (110), eight O anions along (111) in its third coordination shell, six cations along (100) in its fourth shell, and so on. In this paper, we particularly emphasize investigation of the occupancy of the second shell. It is convenient to express the state of order as \( S = (P_{FeFe} - X_{Fe})/(1 - X_{Fe}) \), where \( X_{Fe} \) is the mole fraction of Fe. \( S \) is consistent with the Warren-Cowley short-range order parameter (Warren, 1968) and varies from \( S > 0 \) for a clustered system, to \( S = 0 \) for a random distribution, to \( S < 0 \) for ordered arrangements (with a minimum of \( S = -1 \) for \( X = 0.5 \)). Closely related to SRO is the concept of local configuration, i.e., the detailed interatomic distances and angles resulting from specific atom pair or group interactions, e.g., as might be observed as resulting from charge-coupled substitutions.

Despite its fundamental significance, information on SRO is difficult to obtain because it requires measurement not of average structure, but of local deviation from
average structure. In some cases SRO-type information, such as the number of distinguishable NNN atom configurations, can be obtained from Mössbauer spectroscopic measurements (Osborne et al., 1984; Seifert, 1983; Riedel and Karl, 1980; Steger and Kostiner, 1973; Dowty and Lindsley, 1973). However, Mössbauer applications are usually limited to Fe-containing systems and are severely constrained by uncertainties in resolution and curve-fitting. On the other hand, the technique of extended X-ray absorption fine structure (EXAFS) analysis is well suited to SRO measurements due to the direct effect on EXAFS spectra of the number, type, and distance of neighboring atoms from a (selectable) probe atom. Hence this method can be used to investigate SRO, as well as the geometrical aspects of local configurations, in a wide variety of materials. EXAFS and diffuse X-ray scattering analyses of SRO in Au-Cu alloys have been compared by Claeson and Boyce (1984) and Bessiere et al. (1986). These workers found that the results of the two methods were in good agreement, but that the EXAFS analysis was less precise because of the highly favorable large Z difference for the X-ray measurement. Fe clustering in phyllosilicates has also been studied using polarized EXAFS and compared with results from NMR measurements yielding good agreement (Manceau et al., 1990).

In the present work we apply EXAFS analysis to oxide materials. We have analyzed the composition of the second coordination shell about Fe"⁺ ions in MgO-FeO and about Fe⁺ ions in MgO-α-LiFeO₂ solid solutions. The two systems were chosen as representative of isovalent and heterovalent solid solution series, respectively. The phase α-LiFeO₂ has a disordered NaCl structure that is stable above 600 °C. Several ordered NaCl-derived structures can exist at lower temperatures (Hauck, 1980).

Since EXAFS is sensitive to both the atomic number of the backscattering atoms and their distances from the absorber, we can recover these parameters simultaneously, and we report such measurements. These two parameters are not independent, however, since variations in interatomic distances affect the EXAFS phases, whereas variations in atomic number affect both backscattering amplitude and phase. Thus, because of the reasonably strong correlation between these variables, we can markedly reduce our error of measurement by independently fixing one of these parameters. Consequently, we have also simulated the atomic structure of these solid solutions using distance least-squares modeling and have reanalyzed the EXAFS spectra with fixed, model-derived parameters to obtain more precise SRO estimates.

Finally, we have examined the Mössbauer spectra of the MgO-FeO solid solution using high-resolution deconvolution methods and have compared the results of the two types of measurement.

**Experimental Procedures**

**Characterization**

MgO-FeO samples were prepared in a three-step process (Finnerty et al., 1978). Solutions of metal citrates were mixed in the proper ratio and freeze-dried to produce an intimately mixed fine citrate powder. This material was fired in a muffle furnace at 850 °C for 1 h, producing a finely intermixed oxide powder. Particle size was such that only very broad lines of the MgO structure could be resolved on XRD patterns. This powder was pressed into 0.5-g tablets approximately 2 mm in thickness and heated under controlled atmosphere conditions in a drop-quench furnace for 12 h at 1140 °C. The tablets were quenched by dropping into a H₂O bath. Calculations suggested a quench time of <100 ms at the center of the tablet. The wüstite component of these solutions has stoichiometry dependent on the f₀, within the furnace and the Fe-Mg ratio. End-member wüstite has stoichiometry varying between Fe₈-o₉O and Fe₉-o₉O at 1 atm and 1140 °C, representing Fe"⁺ proportions of about 31 and 9 at%, respectively (Darken and Gurry, 1945, 1946). However, at significant MgO dilutions, the wüstite component is very close to FeO stoichiometry (Phillips and Muan, 1962). In the samples used in this study the reducing atmosphere (CO₂-H₂) was selected to minimize the Fe⁺⁺ content.

MgO-α-LiFeO₂ samples were produced by heating tablets of appropriate composition containing reagent-grade Li₂CO₃, MgO, and ferrous oxalate. To offset the loss of Li₂O by sublimation, which leads to the formation of a spinel phase, excess Li₂CO₃ was added. The mixes for the tablets were ground under acetone, allowed to dry, then reground to reduce heterogeneity. Firing was for 6 h in alumina crucibles within a muffle furnace at 1000 °C. Quenching was performed by removing the crucibles from the furnace and placing them in a cool air current. Cooling to room temperature required several minutes. The lowest Fe concentration samples in each series was prepared with 93% enriched ⁵⁷Fe to aid Mössbauer studies.

All products were examined with X-ray powder diffraction using NBS standard reference material 640a (Si metal powder) as an internal standard (a₀ = 5.43088 Å). All were of single-phase NaCl structure with narrow line widths. Cell dimensions are shown in Figure 1. Refinement of structure factors was carried out for the MgO-
FeO samples with the highest Fe content to determine the concentration of $^{57}$Fe$^{3+}$ (Waychunas, 1983).

The samples were examined as powders with the procedures described in Waychunas (1979). No significant variations in Fe-Mg ratio from the fiducial compositions were found in any samples. No detectable Al contamination was observed.

Small aliquots of a representative set of the MgO-FeO samples were dried and weighed, then oxidized in air and reweighed to estimate the original Fe$^{3+}$ content. The method was found to be superior to wet-chemical analysis in both reproducibility and ease and served as a calibration of the Mössbauer analyses. Typical precision was $\pm 0.01$ Fe$^{3+}$/O.

**Mössbauer spectroscopy**

Mössbauer analysis of room-temperature and 80-K data were used to determine the Fe$^{3+}$ concentration and site occupation in the MgO-FeO series and to evaluate any electron-hopping processes between Fe$^{2+}$ and Fe$^{3+}$. Mössbauer spectra of the MgO-α-LiFeO$_2$ series samples were collected at room temperature. Data collection was of sufficient duration that the strongest features had a drop of at least 100000 counts with respect to the off-resonance background. Sample $^{57}$Fe density was typically 0.2 mg/cm$^2$. Spectra were collected in constant acceleration mode using a Pd source matrix. Velocity calibration was performed with Fe foil, iron oxalate, and sodium nitroprusside standards. Isomer shifts are quoted relative to metallic Fe. Spectral fitting was done with Lorentzian-Gaussian (pseudo-Voigt) lines using a modified version of the Fortran program MOSFT (Dollase, unpublished program). Spectra were fitted with successive models until all constraints could be removed. The $\chi^2$ and Misfit parameters were calculated for all fits.

Spectral deconvolution was accomplished by making a discrete Fourier transform of the raw data and then dividing the resultant complex frequency domain function by the magnitude of the Fourier transform of a normalized Lorentzian line function representing the source energy distribution (Ure and Flinn, 1971; Vinze, 1982). The Lorentzian line used for the deconvolution had a width of 0.10 mm/s, characteristic of the spectral contribution from a nearly perfect source line shape. The resulting complex function was then back-Fourier transformed into the energy domain. Spectra so deconvoluted have higher resolution than normal spectra, but have Fourier ripples in the tails.

Estimation of Fe$^{3+}$ content in the MgO-FeO samples was done using two strategies. Where possible, the spectra were directly fitted and the ratio of Fe$^{2+}$ and Fe$^{3+}$ peak areas was assumed to be equal to the Fe$^{2+}$-Fe$^{3+}$ ratio. Where individual features were not well resolved or readily located, the mean isomer shift of the entire spectrum was calculated and the Fe$^{2+}$-Fe$^{3+}$ ratio estimated from that value. Comparison with thermogravimetric results showed a slight bias toward Fe$^{3+}$, possibly attributable to recoil-free fraction differences. Bias-corrected Fe$^{3+}$ analyses appear in Table 1.

### Table 1. Cell dimensions and compositions of samples

<table>
<thead>
<tr>
<th>%Mg</th>
<th>%Fe$^{2+}$</th>
<th>%Fe$^{3+}$</th>
<th>$a_0$ (Å)</th>
<th>Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>99.5</td>
<td>0.5</td>
<td>nil</td>
<td>4.2124(2)</td>
<td>M</td>
</tr>
<tr>
<td>99.0</td>
<td>1.0</td>
<td>nil</td>
<td>4.2129(2)</td>
<td>M, E</td>
</tr>
<tr>
<td>98.0</td>
<td>2.0</td>
<td>nil</td>
<td>4.2143(3)</td>
<td>M</td>
</tr>
<tr>
<td>95.0</td>
<td>4.8</td>
<td>0.2</td>
<td>4.2179(1)</td>
<td>M</td>
</tr>
<tr>
<td>90.0</td>
<td>9.7</td>
<td>0.3</td>
<td>4.2246(4)</td>
<td>M, E</td>
</tr>
<tr>
<td>80.0</td>
<td>19.6</td>
<td>0.4</td>
<td>4.2369(5)</td>
<td>M, E</td>
</tr>
<tr>
<td>70.0</td>
<td>29.2</td>
<td>0.8</td>
<td>4.2493(7)</td>
<td>M</td>
</tr>
<tr>
<td>60.0</td>
<td>36.5</td>
<td>3.5</td>
<td>4.2529(4)</td>
<td>M, E</td>
</tr>
<tr>
<td>50.0</td>
<td>46.0</td>
<td>4.0</td>
<td>4.2624(6)</td>
<td>M, E</td>
</tr>
<tr>
<td>40.0</td>
<td>56.0</td>
<td>4.0</td>
<td>4.2778(4)</td>
<td>M, E</td>
</tr>
<tr>
<td>30.0</td>
<td>65.1</td>
<td>4.9</td>
<td>4.2899(10)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>%Mg</th>
<th>$a_0$ (Å)</th>
<th>$v_0$ (Å)</th>
<th>$(\alpha^2 - V\alpha^3)$</th>
<th>Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>99.2</td>
<td>4.2113(2)</td>
<td>4.2111</td>
<td>0.0106</td>
<td>M, E</td>
</tr>
<tr>
<td>98.0</td>
<td>4.2110(2)</td>
<td>4.2106</td>
<td>0.0121</td>
<td>M, E</td>
</tr>
<tr>
<td>95.0</td>
<td>4.2111(2)</td>
<td>4.2089</td>
<td>0.1169</td>
<td>M, E</td>
</tr>
<tr>
<td>94.0</td>
<td>4.2102(4)</td>
<td>4.2084</td>
<td>0.0956</td>
<td>M, E</td>
</tr>
<tr>
<td>90.0</td>
<td>4.2088(4)</td>
<td>4.2062</td>
<td>0.1380</td>
<td>M, E</td>
</tr>
<tr>
<td>75.0</td>
<td>4.2038(3)</td>
<td>4.1981</td>
<td>0.3017</td>
<td>M, E</td>
</tr>
<tr>
<td>60.0</td>
<td>4.1962(3)</td>
<td>4.1900</td>
<td>0.3270</td>
<td>M, E</td>
</tr>
<tr>
<td>50.0</td>
<td>4.1912(3)</td>
<td>4.1846</td>
<td>0.3472</td>
<td>M, E</td>
</tr>
<tr>
<td>35.0</td>
<td>4.1812(3)</td>
<td>4.1755</td>
<td>0.2985</td>
<td>M, E</td>
</tr>
<tr>
<td>20.0</td>
<td>4.1714(3)</td>
<td>4.1683</td>
<td>0.1617</td>
<td>M, E</td>
</tr>
<tr>
<td>0.0</td>
<td>4.1575(3)</td>
<td>4.1575</td>
<td>0.0</td>
<td>M, E</td>
</tr>
</tbody>
</table>

*V = Vegard cell dimension.*

EXAFS data collection and analysis

EXAFS measurements at the Stanford Synchrotron Radiation Laboratory (SSRL) were made on the eight-pole wiggler lines 7-3 and 4-1. Data were collected at room temperature and 80 K and in transmission and fluorescence modes. A dewar system was adapted to an ionization-chamber fluorescence detector to enable low-temperature fluorescence measurements. Most of the analyses were done with the room-temperature transmission data, except for the lowest Fe concentrations, where the room-temperature fluorescence data were used. Comparison of fluorescence and transmission data (collected simultaneously) was done to test for significant self-absorption effects in the fluorescence data. The 80-K data had significantly larger second shell (and fourth shell) amplitudes than the room-temperature data, but a somewhat reduced signal to noise ratio because of the several additional windows in the cryostat. Samples consisted of multiple uniform thin powder layers on cellophane tape with a total absorption factor ($\mu$) of 2 or less.

For all measurements Si (111) monochromator crystals were used to reduce harmonic content in the monochromator exit beam. Detuning of the second crystal was also done according to the procedure of Lytle et al. (1984) to
reduce harmonics further. This detuning resulted in about 50% reduction of the exit beam intensity of the detector. EXAFS scans were made over the range 7050–8000 eV and repeated at least five times for each sample. Model compounds used to evaluate backscattering amplitude and phase functions were conducted under identical conditions. These model compounds included pure α-FeO, BaFe2+SiO4, CaFe2+SiO4, NaFe3+SiO4, LiFe2+SiO3, Fe2+Al2O4, and γ-LiAlO2:Fe3+, all of whose structures are known with high precision.

The EXAFS analysis was done as described by Brown et al. (1988), Waychunas et al. (1986), and, in greater detail, by Teo (1986). Spectra were energy calibrated and averaged, then the EXAFS oscillations were extracted by suitable background fitting and subtraction. Representative Fourier transforms of the weighted EXAFS functions are shown in Figure 2. Back-Fourier transforms were taken of the first and second shell peaks in the transforms to produce filtered EXAFS oscillations containing only amplitude and phase information from the first anion and cation shells, respectively. Fitting of these filtered EXAFS functions was done with standard nonlinear least-squares techniques to a plane-wave EXAFS formalism.

EXAFS absorber-backscatter phase and amplitude functions for Fe-Fe interactions extracted from α-Fe2O3 were found to be acceptable for all cases. Use of Fe-Fe phases as calculated by Teo and Lee (1979) resulted in larger errors for all models. However, the extracted amplitude function was very similar to the function given by Teo and Lee, except for a scale factor of about 0.6. Fe-Mg phase and amplitude functions were extracted from the Mg0.99Fe0.01O sample and verified through fitting of several model compounds. Fe-O phase and amplitude parameters were extracted from α-Fe2O3 and tested by fitting the Fe-O shell in CaFeSiO4. For model-compound EXAFS fitting, isotropic temperature factors from X-ray diffraction structure refinements were used to derive estimates of Debye-Waller factors. We used a k range of 4–12 Å⁻¹ for all work. The E₀ value (energy where k = 0) was found to be 3 eV larger in the Fe3⁺ samples than in the Fe2⁺ samples. Once optimized, E₀ values were not varied within any solid solution sample series during refinement.

Initial Debye-Waller factors for EXAFS refinements of the solid solution samples were estimated by adding the interatomic distance variances produced by the simulations and estimated mean-square vibrational amplitudes from γ-LiFeO3, α-LiFe2O3, FeO, and MgO from X-ray diffraction structural refinements. In making these estimates it is assumed that changes in SRO have a negligible effect on mean-square vibration amplitude compared with their effect on the variances of interatomic distance.

**Computer simulations**

Model crystal structures of the present solid solutions were obtained, at representative compositions, by a modified distance-least-squares (DLS) computer simulation (Meier and Villiger, 1969; Burnham, 1985). The simulation of the isovalent MgO-FeO series has already been described in detail by Dollase (1987). Model interatomic distances and variances for this solid solution were taken directly from that study.

The detailed atomic geometry of a solid solution reflects a competition between (1) a tendency to minimize strain in elements shared between coordination polyhedra (e.g., the length of shared edges) and (2) a tendency for the atoms to achieve local charge balance. The starting model for computation was taken as an MgO-type superstructure, 5 × 5 × 5 unit cells in size, and consisting of 1000 atoms. Relaxation of this structure was carried out sequentially by choosing a non-origin atom at random and finding the atomic shifts that minimize the sum of the squares of the differences between observed and calculated interatomic distances from this atom to all its surrounding neighbors out to some cutoff distance.

The observational equations expressing the tendency to adopt the average (minimum strain) structure are

\[ w(R_{ij} - r_{ij}) = w/r_{ij}(x_i - x_j)\delta_x + (y_i - y_j)\delta_y + (z_i - z_j)\delta_z \]  

where \( r_{ij} \) is the distance between atom i at \( x_i, y_i, z_i \) and atom j; \( \delta_x, \delta_y, \delta_z \) are the atom shifts that are obtained by least-squares solution to the set of observational equations. \( R_y \)
are the interatomic distances of the average structure, which are entirely defined by the measured cell dimension, and are applied with weight \( w \). In the models reported here computation was extended to include the 18 nearest neighbors of each atom, i.e., there are 18 equations of type 1 for each atom.

The local charge balancing is applied by an additional six equations, which are obtained as follows: Let \( b_i \) be the bond strength (number of pairs of electrons forming a bond) between atoms \( i \) and \( j \), and \( B_i \) be the sum of bond strengths formed by atom \( i \). In general \( B_i \) is unequal to the atom’s valence, \( V_i \), because the atom resides in a site for which it is too highly (or weakly) charged, or for which it is too large (or too small) relative to its preferred interatomic distances. In either case all the bonds formed by atom \( i \) are probably too weak or too strong, and so there exists a scaling factor to be applied to all bonds that would bring their sum as close as possible to the atomic valence (i.e., charge balance). This scaling factor is \( V_i/V_i \), or if simultaneous charge balance on both atom \( i \) and \( j \) is considered, it is \( V_i/V_i \).

Applying this scale factor to the current bond strength, \( b_{ij} \), gives the bond strength needed to obtain charge balance, \( b_{ij}V_i/V_iB_i \). This optimum bond strength can then be transformed to the ideal distance, \( D_i \), needed to produce charge balance by the relationship between bond length and bond strength, such as that given by Brown and Altermatt (1985) as

\[
b = \exp[(K - r)/0.37]
\]

where \( b \) is the bond strength, \( r \) is the bond length, and \( K \) is a constant for each type of bond. Hence we obtain

\[
D_i = K - 0.37 \ln[b_{ij}V_i/V_iB_i].
\]

The additional six observational equations that apply the charge balancing tendency (with unit weight) are then

\[
D_i - r = -0.37 \ln[V_i/V_iB_i]
\]

\[
= 1/r_{ij}((x_i - x_j)b_{ij} + (y_i - y_j)b_{ij} + (z_i - z_j)b_{ij}).
\]

The resulting 24 equations (Equations 1 and 4) are solved by least-squares for the atom shifts, which are applied to atom \( i \). Then another atom is chosen at random and the process is repeated. After an average of 50 iterations per atom all atomic shifts are \( \sim 10^{-4} \) Å, which is adequate convergence for our purposes. The atomic positions are then examined to determine interatomic distance means and variances.

The parameters used in this model are the cell dimension, the bond strength parameters for Mg-O, Fe-O, and Li-O bonds, and the relative weight assigned to each of the two competing tendencies. The cell dimension is obtained from independent X-ray measurements of the synthetic samples reported in Table 1 and Figure 1. Because of the simple relation between bond length and cell dimension in the MgO structure, the bond strength values, \( K \), may be calculated from Equation 2, assuming that the atoms are perfectly charge balanced in the pure end-member compounds. The \( K \) values so obtained (Table 2) are in relatively close agreement with those obtained by fitting to hundreds of crystal structure determinations by Brown and Altermatt (1985).

The final, and only adjustable, model variable, \( w \), determines the relative importance of conforming to the overall average MgO-like arrangement compared with the charge-balancing tendency of unit weight. Simulations made with a small value of \( w \) result in an almost perfectly charge-balanced structure, but one with extreme local distortions leading to highly implausible interatomic distances, such as O-O distances of 2.4 Å. The larger the value of \( w \), the more rigid and locally undeformable the structure becomes. The value of \( w = 0.1 \) was selected based on a comparison with previous modeling studies and EXAFS results (Dollase, 1980, 1987) and is further supported below.

There are several advantages of this solid solution modeling method that may be pointed out. It relieves the modeler of the problem of choosing the optimum distances, it is equally applicable to isovalent and heterovalent solid solutions, and it automatically includes many-body interactions. That is, the final atomic positions are not just the result of several fixed pairwise interactions, but rather the result of pairwise interactions that themselves depend upon additional nearby atom locations, distances, bond strengths, and charge balances.

The modeling described above employs fixed random distributions of the substituent cations. It is also possible to interchange pairs of randomly selected cations when such an interchange moves \( ^{1}P_{ij} \) in the desired direction and to halt the interchange process at some desired degree of SRO. This was done in the case of the MgO-FeO series. For the MgO-α-LiFeO₂ series, partially ordered models were produced by the interchange of randomly selected cation pairs, if the interchange reduced local charge imbalance around both sites. Such a procedure converges rapidly to what is here called a locally ordered configuration such that there are no further interchanges possible (in this finite model) without increasing local charge imbalance. The degree of SRO was then evaluated using a Monte Carlo method.

**Results**

**MgO-FeO**

**First shell analysis.** The mean interatomic distances from the probe Fe atoms to the six surrounding O atoms

<table>
<thead>
<tr>
<th>Bond</th>
<th>( K ) value* (Å)</th>
<th>( K ) value** (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mg-O</td>
<td>1.6995</td>
<td>1.693</td>
</tr>
<tr>
<td>Li-O</td>
<td>1.644</td>
<td>1.644</td>
</tr>
<tr>
<td>Fe-O</td>
<td>1.768</td>
<td>1.759</td>
</tr>
</tbody>
</table>

* Derived from cell dimensions of end-members.
** From Brown and Altermatt (1985).
of the first neighbor shell, as obtained from the EXAFS analysis, are shown in Table 3 and Figure 3. For comparison, mean (Fe,Mg)-O bond lengths calculable from the simulation procedure are also shown for several states of order. Note that the observed Fe-O distances are far from the mean cation to O (Vegard) distances except for clustered or ordered arrangements, respectively. Error bars indicate 2σ = 0.004 Å from least-squares fitting. Typical EXAFS systematic errors can be about 0.01 Å.

The Debye-Waller factors extracted from the EXAFS analysis were smaller than estimates based on X-ray thermal parameters. Using $B(O) = 0.33$ and $B(Mg) = 0.296$ (Barron, 1977) for MgO, and $B(O) = 0.79$ and $B(Fe) = 0.45$ Å$^2$ (Koch and Cohen, 1969) for $Fe_{1-x}O$, we calculate EXAFS Debye-Waller factors of 0.0055–0.0110 Å$^2$ over the solution series. These values are maximal ones, as the calculation assumes no correlated motion between absorber-backscatterer pairs, though that certainly occurs. However our fitted Fe-O shell Debye-Waller values averaged 0.0036 Å$^2$ and were fixed to this value in the final refinement. A systematic decrease could be due to the use of $\alpha$-Fe$_2$O$_3$ as the Fe-O model compound from which amplitude information was extracted. Also the Koch and Cohen (1969) $B$ values are for a wüstite with stoichiometry Fe$_{0.995}$O, which has much more Fe$^{2+}$ and related defect concentration than occurs in the wüstite component in our solutions. On the other hand, the computer modeling suggested no significant change in Fe-O bond-length variance across the solid solution, which is consistent with our results.

**Second shell analysis.** It is possible to obtain second shell Mg-Fe compositions by several types of analysis of the filtered second shell EXAFS spectra: (1) The total integrated amplitude as manifested by the area under the second shell structure function peak can be modeled. (2) The amplitude function of the second shell can be extracted with the complex back transform and fitted by a model with varying Fe-Mg ratio. (3) The phase function of the second shell can be similarly fitted. (4) Both phase and amplitude can be refined simultaneously. In the case of weighting factor discussed above in the simulation methods section.

The Debye-Waller factors extracted from the EXAFS analysis were smaller than estimates based on X-ray thermal parameters. Using $B(O) = 0.33$ and $B(Mg) = 0.296$ (Barron, 1977) for MgO, and $B(O) = 0.79$ and $B(Fe) = 0.45$ Å$^2$ (Koch and Cohen, 1969) for $Fe_{1-x}O$, we calculate EXAFS Debye-Waller factors of 0.0055–0.0110 Å$^2$ over the solution series. These values are maximal ones, as the calculation assumes no correlated motion between absorber-backscatterer pairs, though that certainly occurs. However our fitted Fe-O shell Debye-Waller values averaged 0.0036 Å$^2$ and were fixed to this value in the final refinement. A systematic decrease could be due to the use of $\alpha$-Fe$_2$O$_3$ as the Fe-O model compound from which amplitude information was extracted. Also the Koch and Cohen (1969) $B$ values are for a wüstite with stoichiometry Fe$_{0.995}$O, which has much more Fe$^{2+}$ and related defect concentration than occurs in the wüstite component in our solutions. On the other hand, the computer modeling suggested no significant change in Fe-O bond-length variance across the solid solution, which is consistent with our results.

**Second shell analysis.** It is possible to obtain second shell Mg-Fe compositions by several types of analysis of the filtered second shell EXAFS spectra: (1) The total integrated amplitude as manifested by the area under the second shell structure function peak can be modeled. (2) The amplitude function of the second shell can be extracted with the complex back transform and fitted by a model with varying Fe-Mg ratio. (3) The phase function of the second shell can be similarly fitted. (4) Both phase and amplitude can be refined simultaneously. In the case
of the MgO-FeO solutions, approaches 1 and 2 with about the same degree of precision, since there are large changes in the second shell backscattering amplitude and phase as Mg substitutes for Fe\(^{2+}\) and thus significant changes in the second shell transform peak area as well (Fig. 2). Case 3 yields larger uncertainties because of the relatively smaller change in phase compared with amplitude between Fe\(^{2+}\) and Mg backscattering. Case 4 yields the best results, perhaps as expected, as it includes significant variations in both phase and amplitude between Fe\(^{2+}\) and Mg. The extracted second shell peak areas are compared in Figure 4 with calculated areas representing various degrees of SRO. In Figure 5 we show an example of simultaneous fitting of phase and amplitude, i.e., modeling the complete back transform, for the composition \(\text{Mg}_{0.02}\text{Fe}_{0.02}\text{O}\). The individual contributions from Mg and Fe backscattering are shown in the bottom part of Figure 5.

The refinements are carried out with the constraints of constant total second shell cation occupation equal to 12, and no occupation allowed to become negative. Fitting errors approximately double in magnitude, without the full occupancy constraint, whereas without the positive occupation constraint, the number of Fe next nearest neighbors becomes slightly negative at lowest Fe concentrations. Fe-Mg,Fe distances were fixed to those predicted by the simulations during occupancy refinement. Use of simulation-derived distances for solutions with \(S = 0.25\) and \(S = -0.21\) gave occupancy results that were inconsistent with clustering and ordering, respectively. Use of simulation distances for \(S = 0.0\) yielded consistent results. The resulting second shell occupancies are given in Table 4 and shown in Figure 6. The measured number of Fe,Mg NNN atoms deviates from a random distribution (\(S = 0.0\)) by only 1.4\% of total NNN atoms, on average, over the entire solid solution range. In Figure 6 two plausible ordering schemes are also depicted. The CuAu-type ordering refers to the tendency to have alternating (100) planes of Mg and Fe atoms. The completely ordered structure would have a NNN configuration of 4Fe and 8Mg about a given probe Fe, and 4Mg and 8Fe about a given Mg. This ordering scheme cannot continue at compositions having \(>50\%\) FeO. The Cu, Au-type ordering has alternating (100) planes of composition \(\text{Mg}_{0.05}\text{Fe}_{0.05}\) and \(\text{Mg}_{0.1}\). Thus the ordered structure would have 2Fe and 10Mg about a given probe Fe. This ordering provides maximum exclusion of Fe NNN about the probe Fe up to \(\text{Mg}_{0.02}\text{Fe}_{0.05}\text{O}\), and at higher FeO content the solution follows a \(S = 0.33\) ordering trajectory.
portionation process (Hentschel, 1970), which shows a
The neighbor environment then becomes progressively
distant neighbors, at compositions beyond 500/o FeO there
content increases. Because the increase in quadrupole
doublet and then to a gradually widening doublet as FeO
The lowest FeO compositions show essentially a singlet
shape of the spectra with increasing FeO component.
Caution should be a reversal of this process. If Fe³⁺ is neglected,
splitting is due to dissimilarity in next nearest and more
Fe³⁺ content, only samples with >400/o FeO have signif-
ance across the solution.
Motion between Fe-Mg,Fe pairs than between F-e-O pairs,
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Definite substructure appears in these spectra. At about
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TABLE 4. Second shell EXAFS results

<table>
<thead>
<tr>
<th>MgO-FeO</th>
<th>MgO-FeO-α-LiFeO₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>mol%</td>
<td>No. Fe NNN²</td>
</tr>
<tr>
<td>99.0</td>
<td>0.00</td>
</tr>
<tr>
<td>95.0</td>
<td>0.00</td>
</tr>
<tr>
<td>90.0</td>
<td>2.00</td>
</tr>
<tr>
<td>85.0</td>
<td>2.00</td>
</tr>
<tr>
<td>80.0</td>
<td>2.00</td>
</tr>
<tr>
<td>75.0</td>
<td>2.00</td>
</tr>
<tr>
<td>70.0</td>
<td>2.00</td>
</tr>
<tr>
<td>65.0</td>
<td>2.00</td>
</tr>
<tr>
<td>60.0</td>
<td>2.00</td>
</tr>
<tr>
<td>55.0</td>
<td>2.00</td>
</tr>
<tr>
<td>50.0</td>
<td>2.00</td>
</tr>
<tr>
<td>45.0</td>
<td>2.00</td>
</tr>
<tr>
<td>40.0</td>
<td>2.00</td>
</tr>
<tr>
<td>35.0</td>
<td>2.00</td>
</tr>
<tr>
<td>30.0</td>
<td>2.00</td>
</tr>
<tr>
<td>25.0</td>
<td>2.00</td>
</tr>
<tr>
<td>20.0</td>
<td>2.00</td>
</tr>
<tr>
<td>15.0</td>
<td>2.00</td>
</tr>
<tr>
<td>10.0</td>
<td>2.00</td>
</tr>
<tr>
<td>5.0</td>
<td>2.00</td>
</tr>
<tr>
<td>0.0</td>
<td>2.00</td>
</tr>
</tbody>
</table>

² About average Fe atom.
²² Assumed from bulk composition.
² Obtained by difference.

Mössbauer analysis. Liquid N₂ temperature spectra of
MgO-FeO solution samples are shown in Figure 7. Be-
cause all of the samples were synthesized with minimal
Fe³⁺ content, only samples with >40% FeO have significant
Fe³⁺ component. There is a continuous change in the
shape of the spectra with increasing FeO component.
The lowest FeO compositions show essentially a singlet
absorption. This envelope broadens to a narrowly split
doublet and then to a gradually widening doublet as FeO
content increases. Because the increase in quadrupole
splitting is due to dissimilarity in next nearest and more
distant neighbors, at compositions beyond 50% FeO there
should be a reversal of this process. If Fe³⁺ is neglected,
the neighborhood then becomes progressively more symmetrical. Such a trend is consistent with the
Mössbauer spectrum of reduced wüstite from a dispro-
portionation process (Hentschel, 1970), which shows a
singlet.
The 1/2% FeO spectrum was narrowed by the deconvolution process, but no new features appeared. The deconvoluted spectrum could be fitted by a single narrowly spaced doublet, or by various combinations of such a doublet with a small outer doublet. The area ratio between these doublets was very sensitive to line shape. The deconvoluted 1% FeO spectrum, in contrast, clearly showed the presence of an additional outer doublet. The two doublets could be fitted with relatively small uncertainties in the line positions. The deconvoluted 2% FeO spectrum showed an enhancement of this second doublet by almost a factor of two, if the assumption is made that the line positions changed little with composition. Computation of the probabilities of Fe$^{3+}$ association in a random solution (Table 5) are consistent with assignment of the inner doublet to isolated Fe$^{2+}$ (no Fe$^{2+}$ NNN or fourth NN) and the outer doublet to Fe$^{2+}$, with an Fe$^{3+}$ in either the NNN or fourth NN position. This assignment agrees well with the ratio of the areas of the fitted doublets, if some variation in line widths is permitted.

The deconvoluted 5% FeO spectrum can also be fitted well with this random occupation model, although a third doublet with larger quadrupole splitting is now necessary. The area of this doublet is consistent with its assignment to Fe$^{2+}$, with two neighboring Fe$^{2+}$ ions distributed among some combination of the NNN and fourth NN sites. The area ratios of the three inner doublets agree well with random probabilities and with the positions of fitted lines to the 5% FeO spectrum. For example, the proportion of isolated Fe$^{2+}$ based on the Mössbauer fits is 92, 80, 69, and 37% for the samples having 99.5, 99.0, 98.0, and 95 mol% MgO, respectively. The random probability model yields 91, 83, 69, and 40% for the same cases. We continued this fitting procedure with the 10% FeO deconvoluted spectrum, with acceptable results. An additional fourth outermost doublet must be added, presumably to accommodate configurations of Fe$^{3+}$ with three or more Fe$^{2+}$ neighbors. The fit results are compiled in Table 6.

For greater FeO content, we expect the new fourth doublet to increase in area. This would increase the observed splitting of the full envelope, which is observed, as shown in Figures 7 and 8. Because of the many geometric configurations of three or more Fe$^{2+}$ cations, it is clear that only with increasingly arbitrary assumptions could we continue to analyze the higher FeO content samples in this way. However, the important point is that the Mössbauer results show a change in spectral shape with composition that is consistent with random neighbor associations and show good quantitative agreement with prediction for the lower Fe content samples, where more complete analysis is possible. As a further test of this, fits to the deconvoluted spectra based on significant clustering were attempted. Major clustering ($\beta = 0.6-0.9$) results in similar Fe$^{2+}$ neighbor configurations independent of composition. Minor clustering ($\beta = 0.3$) produces two and three NNN Fe$^{2+}$ configurations at very low overall bulk compositions. Such fitting failed to produce the spectral changes that are observed, even with significant variations in subcomponent peak shapes and positions. Hence the low FeO composition Mössbauer results in particular and all Mössbauer results in general best support a random distribution model.

Fe$^{3+}$ in MgO-FeO solid solutions

Although the amount of Fe$^{3+}$ (see Table 1) is small, especially in the low-Fe samples, it is necessary to consider what effect, if any, its presence has on our results. Previous analysis of the Mössbauer spectra of related samples (Waychunas, 1983) has shown that the Fe$^{3+}$ resides mainly on octahedral sites along with charge-compensating vacancies, corresponding to the replacement $3\text{Fe}^{2+} = 2\text{Fe}^{3+} + \square$. The effect of the Fe$^{3+}$ on the first shell is to introduce a small fraction of Fe$^{3+}$-O distances...
shorter than the Fe$^{2+}$-O distances by about 0.1 Å. However, such a contribution could not be detected in attempted EXAFS refinements using separate near neighbor shells. In the second shell, the presence of a small fraction of vacancies alters the total number of backscattering cations, and thus the measured peak areas or amplitudes need to be renormalized. For example, the 30% MgO sample has the composition Mg$_{0.70}$Fe$_{0.30}$O$_{1.00}$, with all species assumed octahedral. The Mg-Fe ratio of this composition vs. one with no Fe$^{3+}$ (Mg$_{0.30}$Fe$_{0.70}$O$_{1.00}$) only differs by a few hundredths of 1%. The second shell EXAFS refinements are primarily affected by changes in the ratio of these backscattering species. Hence this degree of oxidation cannot be seen directly in the EXAFS results.

A small fraction of Fe$^{3+}$ has different consequences. A larger proportion of cation vacancies would be expected. One additional such vacancy must occur for each Fe$^{3+}$ shifting from octahedral into tetrahedral coordination. If all Fe$^{3+}$ were tetrahedrally coordinated, then the concentration of accompanying cation vacancies would produce a significant reduced Fe backscattering relative to the unoxidized composition. The maximum effect would cause an increase in the Mg-Fe ratio, as determined by EXAFS, by about 6%. Previous study of Fe$^{3+}$ in MgO-FeO-Fe$_2$O$_3$ solutions demonstrated that the fraction of Fe$^{3+}$ in tetrahedral coordination is expected to be about 25% (Waychunas, 1983). This leads to an effect of, at most, about 1.5%, which is within the estimated error of our NNN determinations. Our EXAFS results actually show deviations from the random model in the opposite direction for the 50 and 30% MgO samples. This latter effect could be due to the clustering of cation vacancies and Fe$^{3+}$ ions and is considered below.

**α-LiFeO$_2$**

**First shell analysis.** EXAFS analysis of the first shell mean Fe$^{2+}$-O distances yield 2.044 and 2.046 (±0.004)
Å for the two samples measured. These values are close to the 2.048 Å mean distance predicted for a locally ordered model. The random distribution model mean distance is, however, only very slightly longer at 2.051 Å. Despite the small difference in mean Fe$^{3+}$-O distance, the variances of these distances are notably different between the two models. The random solution has first neighbor distance variances some three to four times larger than the locally ordered solution. The variances are produced by the deviation of the random solution from local charge balance and the accompanying bond-length adjustment to compensate for this.

The room-temperature isotropic temperature factors observed for α-LiFeO$_2$ are $B$(Fe$^{3+}$) = 0.33 and $B$(O$^{2-}$) = 0.57 Å$^2$ (Brunel and deBergevin, 1969). These values can be converted to Fe-O and Fe-Fe thermal bond-length variances of 0.0113 and 0.0082 Å$^2$, respectively, assuming that there is no correlated motion between the atoms in the bond (Böhmer and Rabe, 1978). The Debye-Waller parameters refined in EXAFS fits to the first shell for two pure α-LiFeO$_2$ samples are 0.0113(10) and 0.0120(10) Å$^2$. These values are consistent with the temperature factors and a small degree of static or positional disorder, i.e., with the local order model.

**Second shell analysis.** As judged by the calculations of Teo and Lee (1979), Li backscattering effects are probably only detectable at the lower end of the k range used in our analyses. Since Fe and Mg backscattering has a large amplitude in this range, any small contribution from Li is difficult to detect. It is further masked by refinement of Debye-Waller and mean free path parameters for the second shell. An attempt to measure Li backscattering amplitude by subtracting an Fe-Fe scattering function obtained from α-LiFeO$_2$ resulted in weak, noisy, and inconsistent results. Future comparison of data from α- and γ-LiFeO$_2$, which have different second shell ratios of Li to Fe, may yield a detectable effect. Here, our second shell analyses neglect the presence of Li, essentially treating it as a vacancy.

In the second shell there is a marked difference between a random model, whose Fe atoms have average second shell compositions of 6Fe + 6Li, and the locally ordered model, with 4.8Fe + 7.2Li. EXAFS analysis of the second shell gives 4.61 and 4.81Fe NNN for the two samples, in excellent agreement with the locally ordered model. To obtain the highest possible precision in these second shell composition measurements, the second shell distances were held at the simulation values for refinements to locally ordered and random cases. The locally ordered distances provided consistent results. The random distances produced Fe occupancies larger than in a random case, which implies larger violations of electrostatic balance than in a random solution. Hence both refined occupancies and the consistency with simulation distances support a locally ordered configuration for α-LiFeO$_2$. Note that the constraint of total occupancy equal to 12.0 could not be imposed, as it was in the MgO-FeO analyses. The refined Debye-Waller parameter for the second shell was
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Note: for MgO-FeO, all IS values constrained to 1.147 mm/S relative to $^{57}$Fe in Fe metal.
* Units in millimeters per seconds.
** Full width at half maximum.
† Standard reduced $\chi^2$ formulation.
0.0104(10) Å². As with the first shell result, this is consistent with the locally ordered model variances and the Fe³⁺ temperature factors.

**MgO-α-LiFeO₂**

**First shell analysis.** The measured mean Fe³⁺-O distances are shown in Figure 9 and compiled in Table 3. In comparison with the MgO-FeO binary system, there is a smaller change in mean Fe³⁺-O distance, consistent with the comparatively smaller change in cell dimension from MgO to α-LiFeO₂. Also shown in Figure 9 are the mean Fe³⁺-O bond lengths predicted for random and locally ordered models. The overall trend of the EXAFS data points (dotted line Fig. 9) indicates a change from random to locally charge-balanced behavior with increasing α-LiFeO₂ component. However, the EXAFS results are not precise enough so that we can choose unequivocally between models, especially if the anomalous behavior of the very low α-LiFeO₂ component samples is considered (see below). Variation in refined Debye-Waller parameters across the solid solution is about 0.002 Å², consistent with the random occupation simulation. The predicted maximum Debye-Waller values from the X-ray B values are 0.0108–0.0113 Å², compared with our fitted 0.0089–0.0120 Å².

**Second shell analysis.** In this solid solution there are three species present in the second shell around the probe Fe³⁺ species: Fe, Mg, and Li (or □). In the EXAFS analyses of these samples, the unconstrained fitting of the second shell structure function peak resulted in relative errors of up to 20%, but general agreement with the random cation simulation results. This level of imprecision, compared with the MgO-FeO series, results from the presence of three cation types in the second shell, as well as a reduced Fe content, which produces substantially less phase and amplitude variation across the solid solution.

Reduction of this error level requires the use of constraints. Here we adopt two, which are both supportable and testable and whose use results in an average relative coordination number error of only 6%. First, interatomic distances were taken from the simulation models (testing both random and locally ordered cases). Second, we assume no clustering or ordering between the MgO and α-LiFeO₂ components, i.e., the number of Mg cations about an average Fe³⁺ is completely dictated by the average composition. This latter constraint is thought reasonable, as clustering or ordering between these components would further hinder achievement of local charge balance (except at certain stoichiometries). In addition we find such fits to be significantly improved over constrained fits attempted with enforced clustering or ordering between MgO and α-LiFeO₂ components. The refinements are similarly robust with respect to the simulation-derived distance constraints. The use of distances from the locally ordered model with data well fitted by the random model produced unreasonable (very low, or negative Fe or Mg) second neighbor occupancies.

The results of the constrained second shell analyses are given in Table 4 and shown in Figure 10. The measured number of Fe,Li NNN atoms deviates from a complete random distribution (S = 0) by only 2.6% of total NNN atoms, on average, over the solid solution range, exclusive of the α-LiFeO₂ end-member. Figure 10 also shows other ordering and clustering possibilities for comparison. The moderate clustering and moderate ordering lines refer to SRO between MgO and LiFeO₂ components, but no local charge balancing that affects Li-Fe SRO. Debye-Waller values averaged 0.0064 Å² for all samples except...
the end-member $\alpha$-LiFeO$_2$. This value was constrained for final refinements. This is somewhat smaller than the estimated values of 0.0055–0.0082 Å$^2$ over the solid solution from the X-ray $B$ values.

Sample quality, and in particular sample homogeneity, is difficult to achieve at Fe contents less than about 5% of total cations in mechanically mixed synthesis preparations. EXAFS analysis of some of the ultra-low Fe samples leads to scattered and inconsistent results, not well fitted by either a random or a locally ordered model. For example, the 5% $\alpha$-LiFeO$_2$ sample has a larger than expected cell dimension (Table 1), suggesting that it is either heterogeneous or enriched in MgO. EXAFS refinements for this sample yield anomalous Fe-O distances and second shell occupancies consistent with Fe-Fe clustering. M$	ext{"o}$ssbauer analyses, of this and other low-Fe samples, detailed below, further support the presence of heterogeneities possibly related to incomplete reaction or the presence of nucleated spinel clusters related to Li loss.

**MgO–$\alpha$-LiFeO$_2$, M$	ext{"o}$ssbauer spectra**

The M$	ext{"o}$ssbauer spectral envelopes for the MgO–$\alpha$-LiFeO$_2$ samples consist of a single doublet with relatively broad peak widths and considerable asymmetry that varies with composition. The quadrupole splitting of this envelope decreases with increasing MgO component until about 95% MgO, where with further MgO dilution the splitting increases slightly. All spectra can be fitted with one, two, or three Lorentzian line doublets with progressive improvement in the goodness of fit parameters. However, there is no evidence to suggest that any one of these fitted models has special significance over another. As practically all of the Fe$^{3+}$ in these solutions is in octahedral coordination, the spectra must represent the distribution of slightly differing electric field gradients due to local compositional (e.g., NNN) variations. An analysis of the shape of the $\alpha$-LiFeO$_2$ M$	ext{"o}$ssbauer spectrum on the basis of local atomic configurations has been given by Knop et al. (1978).

For our analysis the spectra have been deconvoluted, as in the case of the MgO-FeO series. The resulting spectra show improved resolution but no evidence for the presence of discrete doublets at any composition. In the samples with highest MgO composition, the spectra can be fitted well by a single doublet of 50% Gaussian-Lorentzian character. The results of one and two doublet fits to the deconvoluted spectra appear in Table 5.

The important difference between the MgO-FeO and MgO–$\alpha$-LiFeO$_2$, M$	ext{"o}$ssbauer results is that even at quite low Fe concentrations the Fe$^{3+}$ environment is not isotropic. That is, a considerable fraction of the Fe$^{3+}$ in the latter solution has a finite quadrupole splitting. Hence there is local distortion, presumably due to the presence of other Fe$^{3+}$ ions, Li$^+$ ions, or charge-compensating ion vacancies. M$	ext{"o}$ssbauer investigations of Fe$^{3+}$ doped into MgO without charge-compensating ions show similar quadrupole doublets, even at the lowest Fe$^{3+}$ concentrations (Waychunas, 1983; Leider and Pipkorn, 1968).

Those observations suggested that the cation vacancy and Fe$^{3+}$ couple produces a quadrupole doublet splitting of 0.6–0.7 mm/s. As the quadrupole splitting is smaller in our samples, it is reasonable to conclude the presence of Li-Fe$^{3+}$ couples, which should result in less local distortion than $\Theta$-Fe$^{3+}$ combinations. Heterogeneities in the high MgO samples could explain the larger scatter in M$	ext{"o}$ssbauer results in this region and the slight increase in quadrupole splitting.

**Discussion**

**SRO and defect arrangements in MgO-FeO solid solutions**

The MgO-FeO solid solution system represents a typical homovalent substitution well suited to EXAFS study because of the difference in phase and magnitude of the backscattering amplitudes of these atoms. Our samples, synthesized and rapidly quenched from 1140°C, have Fe-Fe NNN correlations equivalent to a random distribution ($S = 0$), with an uncertainty of about 1.4%.

The good agreement of measured EXAFS Fe-O distances with model distances simulated when random distributions are assumed further supports this conclusion. Related EXAFS analyses of alkali halide NaCl structure solid solutions (Boyce and Mikkelsen, 1984) and comparison with simulation models (Dollase, 1987) indicate analogous deviations from a Vegard model and a similar site compliance.

Although our measurements support a random distribution, it must be pointed out that nonrandom SRO could develop at lower temperatures or with slower cooling. The slight positive excess free energy of mixing in the MgO-FeO system (Hahn and Muan, 1962) indicates a clustering tendency.

With the absence of any significant clustering at high temperatures, the small Fe$^{3+}$ component appears to have little effect on the homovalent substitution. The Fe$^{3+}$ apparently behaves independently, although M$	ext{"o}$ssbauer spectra of similar Fe-Mg ratio samples with differing Fe$^{3+}$ contents show some broadening of the Fe$^{2+}$ resonance (Waychunas, 1979). If the Fe$^{3+}$ occurred only within clusters of an Fe$^{3+}$-rich phase, we might expect to see some differences in the EXAFS Fourier transforms between samples with low and high Fe$^{3+}$ content, particularly in the form of the NNN shell. However, we do not observe significant differences, and no second phases were observed in XRD patterns. Hence any Fe$^{3+}$ in these materials must exist either in solution or as extremely small clusters of a second phase. As we suggested above, that is consistent with the EXAFS results if mainly $^{56}$Fe$^{3+}$ is involved.

**SRO, defect clustering, and limitations of the simulations of MgO–$\alpha$-LiFeO$_2$**

The heterovalent, charge-coupled substitution of Li + Fe$^{3+}$ for 2Mg in the MgO–$\alpha$-LiFeO$_2$ solid solution was chosen as a likely example of nonrandom SRO. The substantial positive volume of mixing observed in this solid
solution (Fig. 1 and Table 1) may indicate further SRO complexities. The simulations demonstrate that significant, but incomplete, local short-range order could be established at any composition in the solid solution series through a relatively small number of diffusive interchanges, each of which improves local charge balance. However, more complete ordering, for example, of the type leading from random distributions to ordered lower symmetry polymorphs of \( \alpha \)-LiFeO\(_3\) (Fayard, 1961), requires more complex, cooperative atomic rearrangements involving intermediate, charge unbalancing steps.

Our EXAFS measurements on MgO-\( \alpha \)-LiFeO\(_3\) solid solutions show composition-dependent SRO. For end-member \( \alpha \)-LiFeO\(_3\), the observed degree of SRO is in good agreement with the locally short-range ordered computer models. It is also consistent with the degree of SRO observed by means of X-ray diffuse intensity measurements in cubic \( \alpha \)-LiFeO\(_3\) quenched from temperatures somewhat below those used here (Brunel and deBergevin, 1968, 1969). Second shell NNN EXAFS results for the MgO-bearing solid solution, however, are more closely in agreement with a random distribution of all cations about the probe Fe\(^{3+}\). The apparent change to random behavior at moderate MgO concentration is perhaps not surprising, when one considers that order-disorder transition temperatures in the analogous system MgO-Li\(_2\)TiO\(_3\), (Castellanos and West, 1979) decrease rapidly with increasing MgO component.

The change from local ordering to near random distributions appears to take place in the vicinity of 20 mol\% MgO content. The nearly random SRO could be explained as a kinetic effect due to the driving force for local charge balance being strong at \( \alpha \)-LiFeO\(_3\) but rapidly reduced by the dilutant effect of MgO.

It is conceivable, though to date no one has reported such an observation, that long-range ordered intermediate members of this solid solution could be formed near specific compositions such as Mg\(_2\)LiFeO\(_5\), which could show a cation arrangement analogous to that in the ordered vacancy structure of Mg\(_2\)MnO\(_4\) (Kasper and Prener, 1954). With the low temperature (about 600 °C) for the long-range order-disorder transformation of LiFeO\(_3\), and the likely dilution effects of Mg, ordering temperatures might be so low that long-range ordering is kinetically unattainable. On the basis of the considerable excess volume of mixing, it is rather more likely that the system has a binary loop stability region in \( T-X \) space, with the long-range order-disorder transition in the LiFeO\(_3\) end-member dropping rapidly in temperature with MgO content.

The use of EXAFS with computer simulations for structure analysis

Our results demonstrate that the determination of mixed cation shell compositions can be improved over that of previous studies with the use of separately determined parameters such as interatomic distances. Nearly as important for robust analysis are the use of suitable constraints, such as total coordination (=12 in the NaCl structure second shell), and restraints, such as no coordination number being allowed to become negative. As a further test of our method, some refinements of the MgO-FeO NNN compositions were attempted without any constraints, fixed parameters, or restraints. The results still agreed with the random model, but relative errors increased about threefold. Our simulations thus allow us to move from qualitative to quantitative determination of the SRO parameters.

Applications to other systems

Similar simulations could be performed on almost any system for which appropriate well-defined interatomic distances are known independently. In systems with more complex charge-coupled substitutions, e.g., solutions two or more crystallographic sites are involved, as in perovskite of type KT\(^{5+}\)O\(_5\)O\(_3\)-Pb\(^{2+}\)Tl\(^{+}\)O\(_5\), the method of cation exchange used to produce charge balance may require modification. A more severe problem occurs if the requirements of charge balancing and structure topology become inconsistent, i.e., the simulation produces local charge balance only at the cost of a highly improbable structure distortion. Finally, the effect of simulated temperature must be considered to produce results that are physically more meaningful.

The EXAFS analysis requires cations with differing amplitude functions and phase functions over the \( k \) range collected. Cations differing by only a few atomic numbers are difficult to resolve because of very similar \( k \)-space functions. Despite these limitations, the present method represents the most practical approach for examining SRO phenomena in many ceramic and mineral solid solutions, especially in cases where the ions of interest are at low total concentration.
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