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ABSTRACT

With the existence of thermodynamic data for a wide range of end-members in rock-forming minerals, thermobarometry now involves combining many equilibria to find the pressure and temperature (P-T) of formation of a rock. We reiterate that this task need only involve an independent set of reactions representing all these equilibria. In finding a P-T of formation, there is an implied displacement of the equilibria to coincide with this P-T. These displacements are mainly made by varying the activities of the end-members of the minerals, in proportion to their uncertainties. As a consequence, the equilibria are constrained to move in a more or less highly correlated way because the equilibria involve overlapping subsets of the end-members. These essential correlations should be included in any thermobarometry calculations. Of the three thermobarometry approaches in use, the TWEEQU approach of Berman (1991), the individual species approach of Gordon (1992), and our average P-T approach, only the last two are optimal on this basis. In addition, such optimal approaches allow P-T, their uncertainties, and a range of diagnostics for outlier identification to be calculated in a computationally straightforward way.

INTRODUCTION

The application of thermometry and barometry to metamorphic rocks has become increasingly sophisticated in recent years. Early applications used single reactions, written to relate a small group of mineral end-members and calibrated by direct experimental investigation. Popular reactions of this sort include the exchange of Fe and Mg between garnet and biotite as a thermometer (e.g., Reaction 5, Fig. 1a):

\[
\text{KFe}_3\text{Al}_{5}\text{Si}_{3}\text{O}_{10}(\text{OH})_2 + \text{Mg}_2\text{Al}_2\text{Si}_3\text{O}_{12} \rightleftharpoons \text{KMg}_3\text{Al}_{5}\text{Si}_{3}\text{O}_{10}(\text{OH})_2 \rightleftharpoons \text{Fe}_3\text{Al}_2\text{Si}_3\text{O}_{12},
\]

biotite garnet

and a pressure-dependent reaction such as the Ghent and Stout barometer (Reaction 7, Fig. 1a) (Ghent and Stout, 1981):

\[
\text{K}_2\text{Fe}_3\text{Al}_{5}\text{Si}_{3}\text{O}_{10}(\text{OH})_2 + 3\text{CaAl}_2\text{Si}_3\text{O}_{8} \rightleftharpoons \text{KAl}_3\text{Si}_{5}\text{O}_{10}(\text{OH})_2 + \text{Mg}_2\text{Al}_2\text{Si}_3\text{O}_{12} + \text{Ca}_3\text{Al}_2\text{Si}_3\text{O}_{12},
\]

biotite plagioclase garnet garnet

to determine a unique P and T for a rock containing the assemblage garnet + biotite + muscovite + plagioclase + quartz. This approach to thermometry and barometry leads ultimately to a large library of standard calibrated reactions (as, for example, in the review of Essene, 1989). A further refinement is to seek additional reactions that are not experimentally determined but whose P-T locations may be readily determined by suitable linear combinations of reactions that do have a secure experimental base. Often this refinement is performed by manually combining the thermodynamic equilibrium relations that have been fitted to the individual experiments (e.g., Ghent et al., 1979), but it is becoming more common to do it using an internally consistent thermodynamic data set (e.g., Powell, 1978; Helgeson et al., 1978; Holland and Powell, 1985, 1990; Berman, 1988). The advantage of the latter approach is that all available experimental information, rather than just a selected subset, is used in evaluating the P-T locations of the chosen reactions. With more than one thermometer and barometer for a particular mineral assemblage, the system becomes overdetermined, and some method is required for finding the best P-T. This situation was first investigated by Powell (1985a), who advocated a least-squares method for averaging the calculated pressures for an independent set of reactions for a rock representing all the available equilibria, incorporating the uncertainties in and correlations of the calculated pressures. This approach has since been refined and developed (Powell and Holland, 1988, and in the software, Thermocalc, rev. 1990: Powell and Holland, 1988). We call this the average P-T method. The importance of overdetermined systems has now been recognized in the literature, and several papers have been published recently with the aim of optimizing pressure and temperature estimation for rocks (Gordon, 1992; Berman, 1991). As outlined below, the approach advocated by Gordon (1992) is essentially identical to ours,
but the TWEEQU approach of Berman (1991) does not make full use of the information available, and so cannot be guaranteed to yield optimal results. In this paper, we describe the average $P$-$T$ method and, in particular, show how useful diagnostics relating to the dependence of the calculated $P$-$T$ on the input data may be obtained.

**RELATIONSHIPS WITH CONVENTIONAL THERMOBAROMETRY**

To consider relationships with conventional thermo-barometry, the rock RP13, which has been used in previous discussions (Powell, 1985a; Powell and Holland, 1988; Holland and Powell, 1990; Berman, 1991) is revisited. RP13 is a lower amphibolite facies calc-pelite from Spean Bridge, Inverness-shire, Scotland (Richardson and Powell, 1976), with an assemblage of quartz + oligoclase + muscovite + biotite + chlorite + garnet + epidote + calcite. Figure 1 shows the situation often encountered where one barometer, such as the shallow $dP/dT$ Ghent and Stout barometer (Reaction 7, Table 1), and one thermometer, such as the steep $dP/dT$ garnet-biotite thermometer (Reaction 5, Table 1), are used to estimate the pressure and temperature point of equilibration of the mineral assemblage. The thermodynamics for each reaction can usually be expressed, for a more or less restricted range in $P$ and $T$, as a simple linear equation of the form $\Delta G^0 = a + bT + cP$, which, with $-\Delta G^0 = RT \ln K$, can be rearranged as $T = -(a + cP)/(b + R \ln K)$ to give the straight line form seen in Figure 1. The uncertainties in each reaction stem from errors in the thermodynamic data (principally from the enthalpies of the end-members), from imprecision in the determination of mineral compositions (e.g., from microprobe errors), and from poorly known activity-composition relationships. The first source of uncertainty is often less important than the second and third in most practical applications. It is straightforward to propagate these uncertainties to the reactions as bands in $P$-$T$ space (explained below and in Powell and Holland, 1988). The uncertainty in the joint $P$-$T$ determination is shown in Figure 1a as an ellipse that is tangent to, and inscribed within, the polygon of intersection of these uncertainty bands (Powell and Holland, 1988). The width of the uncertainty bands and the size of the ellipse depend on the required level of certainty in the position of the reactions and their intersection.

In many circumstances, the petrologist is fortunate enough to find more than two independent thermobarometers, and thus has some chance of determining the reliability of his result by examining the degree of consistency among the estimates from the three (or more) equilibria. Consider the situation where a third reaction may be written for the assemblage discussed in Figure 1a. Reaction 9 (Table 1) may be said to be in agreement with Reactions 5 and 7 of Table 1 if their uncertainty bands overlap. If that is so, then there exists, in some statistical sense, a unique pressure and temperature (for example, the point $P$-$T$ in Fig. 1b), which will lie within the uncertainty interval of all three reactions. Then a solution

Fig. 1. (a) Intersection of two reactions from Table 1 to generate a $P$-$T$ uncertainty ellipse. Reaction 7 has a smaller uncertainty than Reaction 5. This example is taken from rock RP13, using Thermocalc and data in Table 4. (b) The effect of adding a third independent Reaction 9, with a large uncertainty is to generate three intersections A, B, and C. The optimal $P$-$T$ calculated by Thermocalc, shown as the spot marked $P$-$T$, lies within the consistent region where all three uncertainty bands overlap. The correlated uncertainties in Reactions 5, 7, and 9 (and hence in A, B, and C) cause the optimal $P$-$T$ to lie outside the triangle ABC, and to have a highly flattened uncertainty ellipse, implying that pressure is well determined if a good estimate of temperature can be made.
is sought to the problem of determining this optimal P-T position, as well as its uncertainty ellipse. This is not as straightforward as it appears, because an appropriate method is needed for averaging the three (or more) P-T points whose positions are, in general, highly correlated with each other and whose uncertainties are far from equal. In general, simple averaging of the P-T points does not yield the correct result, even when each P-T point is assigned some notional weight. The main purpose of this paper is to establish an appropriate method of averaging, as well as to discuss other recent developments in this field (Berman, 1991; Gordon, 1992).

The Average P-T Method

Averaging the equilibria for a rock to obtain an optimal P-T can be viewed as essentially a statistical problem. The input data, particularly the activities of the end-members, are uncertain, and the way these uncertainties propagate controls the position of the calculated P-T. The way uncertainties in activities of mineral end-members propagate through to ln K and thus to P-T is outlined first. That is followed by a discussion of the use of independent sets of reactions in calculations, and then the average P-T method itself is outlined.

Uncertainties and correlations

In considering the way uncertainties in activities propagate to ln K, it is important to understand that, although the individual end-member activities may usually be taken to be independent and therefore uncorrelated, ln K values are generally correlated. In fact, as soon as two reactions involve any of the same (uncertain) end-members, the ln K values are correlated. Such correlations propagate through to correlations between the P-T positions of intersections. Thus, because intersections such as A, B, and C in Figure 1b have mineral end-members in common, any changes to a particular end-member activity lead to correlated displacements in the locations of these three P-T points: a change in activity of one end-member will lead to movement of all the points involving that end-member in a readily predictable way. It is therefore absolutely essential to take such correlations into account if the positions of many equilibria are to be combined to calculate an overall P-T. The correlations are part of the fundamental structure of the problem.

To illustrate the behavior of uncertainties, we consider the equilibria in hypothetical high-pressure rocks containing the assemblage jadeite + paragonite mica + kyanite coexisting with quartz and plagioclase. Two independent reactions in the model system Na₂O-Al₂O₃-SiO₂-H₂O may be written

\[ jd _q = ab \]
\[ pa _q = ab + ky + H₂O. \]  

Denoting the equilibrium constants of these two reactions, \( ln K_1 \) and \( ln K_2 \), the correlated uncertainties can be represented as in Figure 2a, with the correlation, and thus the shape of the ellipse, depending on the sources of uncertainty. If the only mineral showing a solid solution is plagioclase feldspar, then the activity of albite and its uncertainty lead to a perfect positive correlation between the equilibrium constants for the two reactions because 1 mol of albite occurs on the right side of each. Thus \( ln K_1 \) = \( ln K_2 \) = \( ln a_o \). A change in albite activity causes an identical shift in the value of ln K for both reactions, and hence the joint uncertainty region (Fig. 2b) is a line, as the K values are perfectly correlated. If plagioclase is pure albite, and the rock contains jadeite and paragonite solid solutions, then \( ln K_1 \) = \( -ln a_o \) and \( ln K_2 \) = \( ln a_o \). Therefore the two values of ln K are uncorrelated, giving a joint uncertainty region (Fig. 2c) whose principal axes lie parallel to the edges of the error box. A third example intermediate between the two extremes of perfect and zero correlation occurs if the assemblage involves solid solutions of plagioclase and jadeite with pure paragonite where \( ln K_1 \) = \( ln a_{ab} \) = \( ln a_o \) and \( ln K_2 \) = \( ln a_{po} \); in this case the two ln K values are correlated by their sharing albite, but the presence of jadeite in Reaction 1 allows some independent uncertainty variation, resulting in a joint uncertainty region (Fig. 2a), which is a rotated and flattened ellipse. The correlation coefficients \( p_{ij} \) may be determined from the variances and covariances using the error propagation equations (Powell and Holland, 1988, p. 177).

### Table 1. Reactions and Calculated Pressures for the RP13 Subset Used by Berman (1991, Fig. 3 of That Paper)

<table>
<thead>
<tr>
<th>n</th>
<th>øM</th>
<th>øH</th>
<th>øA</th>
<th>øC</th>
<th>øG</th>
<th>øJ</th>
<th>øP</th>
<th>øQ</th>
<th>øP</th>
<th>øQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>5</td>
<td>-5</td>
<td>-3</td>
<td>-3</td>
<td>-3</td>
<td>-3</td>
<td>-3</td>
<td>23</td>
<td>23</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>0</td>
<td>-5</td>
<td>-3</td>
<td>-3</td>
<td>-3</td>
<td>-3</td>
<td>-3</td>
<td>23</td>
<td>23</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>11</td>
<td>0</td>
<td>-11</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>11</td>
<td>0</td>
<td>-11</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>11</td>
<td>0</td>
<td>-11</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>11</td>
<td>0</td>
<td>-11</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Note: temperature was at 530°C and \( x_{Ca} = 0.25 \). Of the pairs of pressures, 25% are more correlated than \( \pm 0.75 \).
where \( \sigma_{in K_j} \) is the uncertainty in \( \ln K \) for reaction \( j \), \( \sigma_{a_i} \) is the uncertainty in activity of end-member \( i \), \( r_{ij} \) is the reaction coefficient of \( i \) in reaction \( j \), and \( a_{ij} \) is the activity of \( i \) in reaction \( j \). The correlation coefficients, \( \rho_{ln K_j ln K_i} \), are given by

\[
\rho_{ln K_j ln K_i} = \frac{\sigma_{ln K_j ln K_i}}{\sigma_{ln K_i} \sigma_{ln K_j}}.
\]

Such correlated errors in \( \ln K \), in turn, propagate to \( P-T \) intersections, and the error propagation equation may again be used. For the intersection of two reactions, Equations 1 and 2, the thermodynamics may be written in simple form as \( 0 = a_i + b_i T + c_i P + R T \ln K_i \) and \( 0 = a_j + b_j T + c_j P + R T \ln K_j \); the pressure \( P \), and temperature, \( T \), of the intersection are given by

\[
P_i = \frac{a_i (b_1 + R \ln K_1) - a_j (b_2 + R \ln K_2)}{c_i (b_2 + R \ln K_2) - c_j (b_1 + R \ln K_1)}
\]

\[
T_i = \frac{c_j (a_2 - a_1)}{c_i (b_1 + R \ln K_1) - c_j (b_2 + R \ln K_2)}.
\]

With the assumption that the errors only come from the uncertainties and correlations on \( \ln K \), application of the error propagation equation yields the uncertainties on the \( P-T \) of the intersection:

\[
\sigma_{P_i}^2 = \sigma_{ln K_i}^2 \left( \frac{\partial P_i}{\partial \ln K_i} \right)^2 + \sigma_{ln K_j}^2 \left( \frac{\partial P_i}{\partial \ln K_j} \right)^2
\]

\[
+ 2 \sigma_{ln K_i ln K_j} \left( \frac{\partial P_i}{\partial \ln K_i} \right) \left( \frac{\partial P_i}{\partial \ln K_j} \right) \rho_{ln K_i ln K_j}
\]

\[
\sigma_{T_i}^2 = \sigma_{ln K_i}^2 \left( \frac{\partial T_i}{\partial \ln K_i} \right)^2 + \sigma_{ln K_j}^2 \left( \frac{\partial T_i}{\partial \ln K_j} \right)^2
\]

\[
+ 2 \sigma_{ln K_i ln K_j} \left( \frac{\partial T_i}{\partial \ln K_i} \right) \left( \frac{\partial T_i}{\partial \ln K_j} \right) \rho_{ln K_i ln K_j}
\]

\[
\sigma_{P_i}^2 = \sigma_{ln K_i}^2 \left( \frac{\partial P_j}{\partial \ln K_i} \right)^2 + \sigma_{ln K_j}^2 \left( \frac{\partial P_j}{\partial \ln K_j} \right)^2
\]

\[
+ 2 \sigma_{ln K_i ln K_j} \left( \frac{\partial P_j}{\partial \ln K_i} \right) \left( \frac{\partial P_j}{\partial \ln K_j} \right) \rho_{ln K_i ln K_j}
\]

and the covariance between the \( P \) and \( T \):

Fig. 2. The effect of correlated uncertainties on \( \ln K \) and \( \ln K \), (a) The general case yields an ellipse touching the uncertainty box at points defined by the correlation coefficient \( \rho_{ln K_i ln K_j} \) (see Powell and Holland, 1988, their Fig. 2). Two extreme cases of correlation are illustrated in b and c. In the first case (b), with perfect correlation, \( \rho_{ln K_i ln K_j} = 1 \), the ellipse has flattened onto its major axis, which defines a line along the diagonal of the uncertainty box; in the second case (c), with zero correlation, \( \rho_{ln K_i ln K_j} = 0 \), the principal axes of the uncertainty ellipse are parallel to the uncertainty box. The probability of lying within a 1\( \sigma \) ellipse is 0.39 and within a 2\( \sigma \) ellipse is 0.9.
Fig. 3. The RPl3 subset, shown in Table 1, omitting H2O and CO2 used by Berman (1991, Fig. 3 of that paper). This figure differs slightly from that of Berman because the thermodynamic data used have been updated since the paper of Holland and Powell (1990). It shows not only the three independent reactions (Fig. 1) and the optimal P-T point with its uncertainty box and ellipse, but also all 12 equilibria in the subset. It may be seen, qualitatively, that the orientation of the ellipse is partly constrained by the family of well-determined equilibria subparallel to its major axis. All reactions associated with point B have large uncertainties (e.g., see Fig. 1) and hence contribute little to the determination of P-T.

\[
\sigma_{P,T} = \sigma_{\ln K_1} \left( \frac{\partial P}{\partial \ln K_1} \right) + \sigma_{\ln K_2} \left( \frac{\partial T}{\partial \ln K_2} \right) + \sigma_{\ln K_3} \left( \frac{\partial P}{\partial \ln K_3} \right) + \sigma_{\ln K_4} \left( \frac{\partial T}{\partial \ln K_4} \right)
\]

The correlation between the P and T can then be calculated from:

\[
\rho_{P,T} = \frac{\sigma_{P,T}}{\sigma_P \sigma_T}
\]

Note that, in general, P and T are correlated (\(\rho_{P,T} \neq 0\)) even if the \(\ln K\) values are uncorrelated (\(\sigma_{\ln K_1,\ln K_2} = 0\)). The shape of the uncertainty ellipse depends on the correlation coefficient, \(\rho_{P,T}\), with ellipses being less flattened as \(\rho_{P,T} \to 0\) and becoming extremely flattened as \(\rho_{P,T} \to \pm 1\), with the main axis of the ellipse having positive slope for positive correlations and negative for negative (Fig. 2).

Equations 4 and 5 would normally be extended to include the uncertainties in and, in this case, the correlations between the enthalpies of formation of the mineral end-members calculated during the generation of the internally consistent data set used. However, our experience is that in many cases the uncertainties and correlations in such calculations derive mainly from uncertainties on the activities (Powell and Holland, 1988, p. 190; Berman, 1991, p. 836).

It is important to note that, although the above development is straightforward for well-known, normally distributed uncertainties, the approach is still valid and valuable even if the uncertainties do not have those attributes. In practice, the uncertainties on activities may come from several sources, only some of which are quantifiable. Moreover, the probability distributions may not be normal, or even symmetric, although there is no reason to suppose that asymmetry will be extreme. Regardless of these difficulties, error propagation can certainly be applied if the data are not normally distributed (e.g., Mikhail, 1976, p. 105), and, even if the magnitudes of the uncertainties are poorly known, they certainly cannot be ignored. It should be added that using Equation 4 to give \(\pm\) values, for example as \(\pm 2\sigma\), is strictly only correct for normally distributed uncertainties.

Whereas the results embodied in Equations 4 and 5 give the uncertainties on the position of intersection of two reactions and thus give the P-T of a rock if only two independent reactions are being considered (as in Fig. 1a), the situation is clearly more complicated for a combination of three or more reactions (as in Fig. 1b). In this case no simple closed expressions, comparable with Equations 4 and 5, can be written, but it is obvious that the resulting P-T calculated from many equilibria will depend critically on the uncertainties on the activities, and, normally to a lesser extent, on the uncertainties on the thermodynamic data. Any method of combining equilibria that does not explicitly take the uncertainties into account will not yield an optimal solution.

**Independent sets of reactions**

In considering the role of sets of independent reactions in calculating P-T, we start by noting that the three reactions in Figure 1b are just three reactions of the 12 that can be written for this subset of RPl3 (Table 1 and Fig. 3). For intersection A in Figure 3, the P-T position of A is clearly fixed by any two of the three reactions involved, for example, Reactions 5 and 7, the other reaction and its thermodynamics being obtainable as a linear combination of the two reactions chosen. Somewhat less obvious is that in the full system represented by Figure 3, only three reactions are independent, and that the thermodynamics of the entire system are completely specified by these three. This can be demonstrated algebraically (Powell and Holland, 1988, Appendix 2 of that paper) and also follows from the fact that the rank of the composition matrix is the same as the number of independent reactions. The number of independent reactions is just the difference between the number of end-members being considered and the number of components needed to represent their compositions: in the RPl3 subset in Figure
TABLE 2. The reactions and calculated pressures for another RP13 subset

<table>
<thead>
<tr>
<th>Reactions</th>
<th>Correlations omitted</th>
<th>Correlations included</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>σ_P</td>
<td>T</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>6</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>7</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>8</td>
<td>5</td>
<td>11</td>
</tr>
<tr>
<td>9</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>12</td>
</tr>
<tr>
<td>11</td>
<td>7</td>
<td>12</td>
</tr>
<tr>
<td>12</td>
<td>5</td>
<td>13</td>
</tr>
<tr>
<td>13</td>
<td>10</td>
<td>14</td>
</tr>
<tr>
<td>14</td>
<td>5</td>
<td>15</td>
</tr>
<tr>
<td>15</td>
<td>2</td>
<td>16</td>
</tr>
<tr>
<td>16</td>
<td>10</td>
<td>17</td>
</tr>
<tr>
<td>17</td>
<td>3</td>
<td>18</td>
</tr>
<tr>
<td>18</td>
<td>10</td>
<td>19</td>
</tr>
</tbody>
</table>

Note: cf. Gordon, 1992, Table 2 of that paper.
Fig. 4. The RPl3 subset including H2O and CO2, shown in Table 2, using the data in Table 4. As in Fig. 3, there are three independent reactions, and various choices are given in Tables 2 and 3. The effect of adding H2O and CO2 to the subset of Fig. 3 is to constrain the P-T, particularly the temperature. The diagram is drawn for Xco,: 0.25. With \( \sigma_a = 1.54 \) the \( \chi^2 \) test has been passed (see text) and the various intersections displaced from the ellipse are not outliers in the sense that their uncertainties overlap those of the optimal P-T.

but it does not require that the data be normally distributed (e.g., Mikhail, 1976, p. 105).

Although average P-T calculations have been available to users of Thermocalc since 1990, the underlying method has not been published, though the average P method on which it is based was outlined in Powell (1985a) and Powell and Holland (1988). The average P-T method is needed as soon as more than two independent reactions are involved, which is the usual situation with the wide range of mineral end-members in current internally consistent data sets (e.g., Berman, 1988; Holland and Powell, 1990). For example, unprepossessing assemblages, such as albite + actinolite + chlorite + epidote + quartz, may have five or six independent reactions, and the full RPl3 assemblage has 11 (with the data set of Holland and Powell, 1990). Each reaction in the independent set with the equilibrium condition \( 0 = \Delta G^\circ + RT \ln K \) gives a relationship between pressure and temperature (and, possibly, fluid composition parameters). In addition, with the uncertainties and correlations on the input data, the positions of the reactions are uncertain, and their positions are correlated. Essentially, the least-squares method varies the positions of the reactions, in proportion to their uncertainties and correlations, so that they all intersect at one point: the average P-T. Clearly, the reactions in the independent set with the smallest uncertainty are displaced least and therefore have a controlling influence on the average P-T. Moreover, the displacements in any one reaction cannot be made independently of the other reactions because such displacements are correlated through the shared end-members. Thus the average P-T method determines the optimal P-T compatible with all equilib-
ria, subject to these constraints imposed through their correlated equilibrium constants (see above).

The least-squares method for calculating average $P-T$, including the uncertainties and the correlations, is iterative because the equations are nonlinear. A method of doing this, as used in Thermocalc and outlined in Appendix 1, works on the activities and enthalpies of formation of the end-members and on their uncertainties and correlations. In the calculation of average $P$ and average $T$, a closed form for the results is possible (e.g., Powell and Holland, 1988, p. 196–197), and, in those cases, the calculations can be performed simply from the calculated positions of the reactions, with their uncertainties and correlations, rather than requiring handling the activities and enthalpies of formation of the end-members directly. It is straightforward to show, however, that these approaches are formally equivalent. In fact, the calculation of the diagnostics discussed in a later section requires the more long-winded approach.

The average $P-T$ is dependent on the activity uncertainties used. With a choice of activity uncertainties, the average $P-T$ is not altered by a proportional change of all the activity uncertainties. However, for changes in activity uncertainties that are not proportional, changes to the average $P-T$ (and their uncertainties, see below) result, the magnitudes of which depend on how the changes propagate through the calculations. The effect of changing individual uncertainties can be seen through the diagnostics discussed below. The default activity uncertainties of Powell and Holland (1988, Appendix D of that paper) are used in the calculations in this paper. Although a detailed discussion of activity uncertainties is beyond the scope of this paper, it is worth reiterating (Powell and Holland, 1988, p. 178) that there are many sources of uncertainty, not all of which are likely to be quantifiable (see also, for example, Kohn and Spear, 1991). The aim of the formulation of the default uncertainties is to provide a means of covering at least some of these sources, including those from activity model problems, in particular trying to prevent the use of uncertainties that are likely to be underestimates. Of course, if larger (or smaller) uncertainties seem to be justified, they should be used.

**Estimating the uncertainties on the average $P-T$**

Any calculation must be accompanied by an estimate of the uncertainty on the results of the calculation. The uncertainties on, and the correlations between, the calculated $P$ and $T$ are produced as a part of the calculation of an average $P-T$ (Appendix 1). Note that these uncertainties are not altered by a proportional change of all the activity uncertainties, as long as the averaging is statistically consistent (by using $\sigma_n$ and the $\chi^2$ test—see below). If the averaging is inconsistent, a proportional increase decreases these uncertainties until the averaging becomes consistent. For changes in activity uncertainties that are not proportional, changes to the uncertainties result. As above, the effect of changing individual uncertainties can be seen through the diagnostics below.

The uncertainties on the calculated $P-T$ reflect how well established the $P-T$ values are. From the $(1\sigma)$ uncertainty ellipse for the RPI3 subset of Figure 3, $\sigma_P$ and $\sigma_T$ are relatively large, but they are quite strongly correlated ($\rho_{PT} = 0.967$), meaning that, with a $T$ (or $P$), the other value is well constrained. In comparison with the full RPI3 assemblage, the omission of calcite has caused this uncertainty ellipse because reactions involving calcite act to constrain temperature. For the RPI3 subset of Figure 4, which includes calcite, from the $(1\sigma)$ uncertainty ellipse, $\sigma_P$ and $\sigma_T$ are relatively small, and so regardless of the correlation ($\rho_{PT} = 0.826$), both $P$ and $T$ are well established, at least at the chosen $X_{CO_2}$ of 0.25.

**Diagnostics**

A common feature of recent discussions of thermobarometry is the desire to evaluate the quality of the calculations undertaken and particularly to investigate the influence of the input data on the calculated $P-T$ (Powell and Holland, 1988; Berman, 1991; Lieberman and Petrakakis, 1991; Gordon, 1992). This becomes possible once the number of independent reactions involved in a calculation becomes large. Such diagnostics, which are outputted as a part of the average $P-T$ calculations in Thermocalc, are outlined in this section (see also Tables 4–6 and Appendix 2).

Diagnostic information will be discussed with reference to an example output file from Thermocalc for rock RPI3 (Table 4). The file consists of several blocks of information, the first of which is a list of end-member activities and their associated uncertainties (determined in the manner of Powell and Holland, 1988, p. 197). The second block gives the balanced independent reactions used in the calculations, with the calculated $P$ and its uncertainty for each reaction at a specified temperature (530°C) and fluid composition ($X_{CO_2} = 0.25$). The remaining block of information in the output pertains to the diagnostics on the calculated average $P-T$.

The first piece of diagnostic information to consider is $\sigma_n$, a measure of the scatter in residuals (the observed minus the calculated values) of the enthalpies and activities normalized by their uncertainties, which is printed on the last line of the table summarizing the average $P-T$ results. If the uncertainties on the input enthalpy and activity data are realistic, then the anticipated value of $\sigma_n$ should be close to 1.0. However, it is frequently larger than 1.0, and the $\chi^2$ test may be used to discover whether it is close enough to 1.0 to signify that the average $P-T$ result is consistent with the input data. In the example of Table 4, $\sigma_n$ is 2.02, rather larger than the maximum allowable from the $\chi^2$ test (1.35) at the 95% confidence level. The maximum allowable $\sigma_n$ depends on the degrees of freedom for the problem (the difference between the number of independent reactions and the number of unknowns and is printed by the program in the information at the head of the diagnostics table. If $\sigma_n$ is less than the cutoff value, then the $\chi^2$ test has been passed, indicating that a solution for $P-T$ has been found that is consistent
with the input data within their uncertainties. Lack of consistency may be caused by the errant behavior of one or more end-members (or outliers) or by a general scatter in the data, with no outliers present. In the former case, the following diagnostics may help identify the outlier end-members, which may then be removed before rerunning the program. In the latter case, with no outliers identifiable, a larger value of $\sigma_{k}$ may be acceptable if it reflects an overall underestimation of the uncertainties in the input activity data. Because the uncertainties on the average $P-T$ have been multiplied by $\sigma_{k}$, if the $\chi^2$ test fails, the result in this case is larger uncertainties, to reflect the lack of consistency.

An extremely useful diagnostic, printed in the last column of the table of diagnostics, the so called hat value, $h_{k}$, for each end-member, $k$, is a direct measure of the degree of influence of that end-member on the least-squares result (Belsley et al., 1980, p. 16 et seq.). Hat values give an indication of how far a particular datum lies from the center of the data spread. End-members with large hat values have a controlling influence in that perturbations in their activities propagate to large changes in the final average $P-T$. Hat values can lie in the range 0.0-1.0, the former indicating no influence at all on the final result and the latter indicating that a particular datum is fixing one of the parameters. In Table 4 anorthite is flagged as being very influential, with a hat value four times larger ($h_{k} = 0.54$) than that of any other end-member, indicat-
TABLE 5. Average P-T and single end-member diagnostic information produced by Thermocalc for the RP13 assemblage with paragonite removed

<table>
<thead>
<tr>
<th>P</th>
<th>sd(P)</th>
<th>T</th>
<th>sd(θ)</th>
<th>Cor</th>
<th>Fit</th>
<th>e*</th>
<th>Hat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lsq</td>
<td>7.2</td>
<td>0.4</td>
<td>538</td>
<td>10</td>
<td>0.742</td>
<td>1.10</td>
<td>0.16</td>
</tr>
<tr>
<td>Mu</td>
<td>7.19</td>
<td>0.43</td>
<td>539</td>
<td>10</td>
<td>0.724</td>
<td>1.10</td>
<td>0.19</td>
</tr>
<tr>
<td>Cel</td>
<td>7.17</td>
<td>0.42</td>
<td>537</td>
<td>11</td>
<td>0.743</td>
<td>1.09</td>
<td>0.55</td>
</tr>
<tr>
<td>Phi</td>
<td>7.18</td>
<td>0.43</td>
<td>537</td>
<td>11</td>
<td>0.719</td>
<td>1.10</td>
<td>0.30</td>
</tr>
<tr>
<td>Ann</td>
<td>7.06</td>
<td>0.39</td>
<td>537</td>
<td>9</td>
<td>0.735</td>
<td>0.90</td>
<td>1.88</td>
</tr>
<tr>
<td>East</td>
<td>7.19</td>
<td>0.43</td>
<td>538</td>
<td>10</td>
<td>0.741</td>
<td>1.10</td>
<td>-0.13</td>
</tr>
<tr>
<td>Clin</td>
<td>7.17</td>
<td>0.42</td>
<td>537</td>
<td>10</td>
<td>0.743</td>
<td>1.08</td>
<td>-0.52</td>
</tr>
<tr>
<td>Ames</td>
<td>7.21</td>
<td>0.42</td>
<td>539</td>
<td>10</td>
<td>0.737</td>
<td>1.09</td>
<td>0.47</td>
</tr>
<tr>
<td>Daph</td>
<td>7.10</td>
<td>0.44</td>
<td>545</td>
<td>11</td>
<td>0.773</td>
<td>1.08</td>
<td>-0.60</td>
</tr>
<tr>
<td>Gr</td>
<td>7.18</td>
<td>0.42</td>
<td>537</td>
<td>10</td>
<td>0.740</td>
<td>1.09</td>
<td>0.50</td>
</tr>
<tr>
<td>Py</td>
<td>7.20</td>
<td>0.44</td>
<td>538</td>
<td>10</td>
<td>0.761</td>
<td>1.10</td>
<td>-0.13</td>
</tr>
<tr>
<td>Alm</td>
<td>7.03</td>
<td>0.41</td>
<td>535</td>
<td>10</td>
<td>0.763</td>
<td>1.01</td>
<td>0.87</td>
</tr>
<tr>
<td>Andr</td>
<td>7.19</td>
<td>0.41</td>
<td>539</td>
<td>10</td>
<td>0.738</td>
<td>1.05</td>
<td>1.00</td>
</tr>
<tr>
<td>An</td>
<td>7.57</td>
<td>0.56</td>
<td>541</td>
<td>10</td>
<td>0.706</td>
<td>1.04</td>
<td>0.66</td>
</tr>
<tr>
<td>Cz</td>
<td>7.42</td>
<td>0.45</td>
<td>541</td>
<td>10</td>
<td>0.757</td>
<td>1.03</td>
<td>-0.70</td>
</tr>
<tr>
<td>Ep</td>
<td>7.19</td>
<td>0.42</td>
<td>538</td>
<td>10</td>
<td>0.741</td>
<td>1.09</td>
<td>0.25</td>
</tr>
<tr>
<td>Cc</td>
<td>7.19</td>
<td>0.43</td>
<td>538</td>
<td>10</td>
<td>0.742</td>
<td>1.10</td>
<td>0.0</td>
</tr>
<tr>
<td>Q</td>
<td>7.19</td>
<td>0.43</td>
<td>538</td>
<td>10</td>
<td>0.742</td>
<td>1.10</td>
<td>0.0</td>
</tr>
<tr>
<td>H2O</td>
<td>7.19</td>
<td>0.42</td>
<td>542</td>
<td>10</td>
<td>0.737</td>
<td>1.10</td>
<td>0.17</td>
</tr>
<tr>
<td>CO2</td>
<td>7.31</td>
<td>0.42</td>
<td>542</td>
<td>10</td>
<td>0.765</td>
<td>1.03</td>
<td>-0.73</td>
</tr>
</tbody>
</table>

Note: for 95% confidence, fit (= σσ) should be < 1.37.

An obvious measure of outlying tendency is the activity residual, Δαi, the difference between the measured activity of an end-member based on mineral analysis in a rock and the calculated activity required for all the equilibria to intersect at the average P-T (e.g. Powell, 1985a; Gordon, 1992). In Thermocalc output these activity residuals are normalized to the uncertainty on the calculated activity and denoted δ* for end-member k, where δ* is defined by Δαi/σαi. Large values of δ* indicate that the corresponding activities are not being well fitted. An appropriate cutoff for δ* is given by the cumulative Student's t distribution at the 99% level, with the number of degrees of freedom equaling the number of independent reactions minus two (for P-T) (Belsley et al., 1980, p. 20). So for six independent reactions, the cutoff is 3.8; for eight, 3.1; for ten, 2.9; and for 15, 2.65. This diagnostic should always be examined with reference to the influence of each end-member, as given by its hat value, h*, because influential data, with large h*, normally show small residuals, δ*, so that potentially damaging data may not be flagged by δ*.

The additional diagnostics used in Thermocalc to investigate the sensitivity of average P-T to the input data involve looking at the change in average P-T and the related statistics as a consequence of doubling the uncertainties on the input data, particularly the activities. The first six columns of diagnostics give the pressure, its uncertainty, temperature, its uncertainty, correlation coefficient, fit, and δ* for end-member k, where δ* is defined by Δαi/σαi. Large values of δ* indicate that the corresponding activities are not being well fitted. An appropriate cutoff for δ* is given by the cumulative Student's t distribution at the 99% level, with the number of degrees of freedom equaling the number of independent reactions minus two (for P-T) (Belsley et al., 1980, p. 20). So for six independent reactions, the cutoff is 3.8; for eight, 3.1; for ten, 2.9; and for 15, 2.65. This diagnostic should always be examined with reference to the influence of each end-member, as given by its hat value, h*, because influential data, with large h*, normally show small residuals, δ*, so that potentially damaging data may not be flagged by δ*.

TABLE 6. Average P-T and single end-member diagnostic information produced by Thermocalc for the RP13 assemblage with paragonite and H2O, CO2 removed

<table>
<thead>
<tr>
<th>P</th>
<th>sd(P)</th>
<th>T</th>
<th>sd(θ)</th>
<th>Cor</th>
<th>Fit</th>
<th>e*</th>
<th>Hat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lsq</td>
<td>7.4</td>
<td>1.1</td>
<td>540</td>
<td>64</td>
<td>0.959</td>
<td>0.95</td>
<td>0.03</td>
</tr>
<tr>
<td>Mu</td>
<td>7.42</td>
<td>1.10</td>
<td>540</td>
<td>64</td>
<td>0.958</td>
<td>0.95</td>
<td>-0.03</td>
</tr>
<tr>
<td>Cel</td>
<td>6.87</td>
<td>1.26</td>
<td>505</td>
<td>74</td>
<td>0.969</td>
<td>0.87</td>
<td>0.82</td>
</tr>
<tr>
<td>Phi</td>
<td>7.65</td>
<td>1.18</td>
<td>553</td>
<td>68</td>
<td>0.964</td>
<td>0.92</td>
<td>0.41</td>
</tr>
<tr>
<td>Ann</td>
<td>7.16</td>
<td>1.12</td>
<td>531</td>
<td>64</td>
<td>0.956</td>
<td>0.79</td>
<td>-1.25</td>
</tr>
<tr>
<td>East</td>
<td>7.41</td>
<td>1.10</td>
<td>539</td>
<td>64</td>
<td>0.959</td>
<td>0.94</td>
<td>-0.30</td>
</tr>
<tr>
<td>Clin</td>
<td>7.40</td>
<td>1.10</td>
<td>539</td>
<td>64</td>
<td>0.959</td>
<td>0.94</td>
<td>0.30</td>
</tr>
<tr>
<td>Ames</td>
<td>7.43</td>
<td>1.10</td>
<td>541</td>
<td>64</td>
<td>0.959</td>
<td>0.94</td>
<td>0.30</td>
</tr>
<tr>
<td>Daph</td>
<td>7.38</td>
<td>1.11</td>
<td>534</td>
<td>66</td>
<td>0.951</td>
<td>0.94</td>
<td>0.27</td>
</tr>
<tr>
<td>Gr</td>
<td>7.34</td>
<td>1.10</td>
<td>533</td>
<td>64</td>
<td>0.959</td>
<td>0.87</td>
<td>0.97</td>
</tr>
<tr>
<td>Py</td>
<td>8.18</td>
<td>1.41</td>
<td>581</td>
<td>79</td>
<td>0.974</td>
<td>0.88</td>
<td>-0.74</td>
</tr>
<tr>
<td>Alm</td>
<td>7.41</td>
<td>1.10</td>
<td>543</td>
<td>64</td>
<td>0.951</td>
<td>0.93</td>
<td>0.26</td>
</tr>
<tr>
<td>Andr</td>
<td>7.60</td>
<td>1.12</td>
<td>552</td>
<td>66</td>
<td>0.960</td>
<td>0.90</td>
<td>-0.80</td>
</tr>
<tr>
<td>An</td>
<td>7.46</td>
<td>1.12</td>
<td>538</td>
<td>64</td>
<td>0.915</td>
<td>0.94</td>
<td>0.12</td>
</tr>
<tr>
<td>Cz</td>
<td>7.45</td>
<td>1.10</td>
<td>538</td>
<td>64</td>
<td>0.950</td>
<td>0.93</td>
<td>-0.22</td>
</tr>
<tr>
<td>Ep</td>
<td>7.45</td>
<td>1.10</td>
<td>542</td>
<td>64</td>
<td>0.959</td>
<td>0.94</td>
<td>0.20</td>
</tr>
<tr>
<td>Q</td>
<td>7.42</td>
<td>1.10</td>
<td>540</td>
<td>64</td>
<td>0.959</td>
<td>0.95</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Note: for 95% confidence, fit (= σσ) should be < 1.42.
certainty, the temperature, its uncertainty, the $P-T$ correlation coefficient, and the $\sigma_n$ that would result from doubling the uncertainties on each end-member. They are related to the deletion diagnostics of Belsley et al. (1980); deletion diagnostics are not used here because the deletion of end-members results in a change in the number of independent reactions, and thus the diagnostics cannot be calculated directly as part of the average $P-T$ method. If an activity is inconsistent, then doubling its uncertainty changes the results; in particular, $\sigma_n$ and the uncertainties on average $P-T$ decrease as the effect of the perturbing end-member is decreased. If an end-member is influential in the calculation, in the sense of being particularly indicative of conditions, then the uncertainties on average $P-T$ increase on doubling the uncertainty on the activity of that end-member, because the influential end-member controls the calculation less. These various effects can be seen in Table 4, in which $\sigma_n$ fails the $\chi^2$ test. Doubling the uncertainty on paragonite, already flagged by its large residual $\epsilon_{55}$, causes obvious changes to the average $P-T$, decreasing the uncertainties on the average $P-T$, and strongly decreasing $\sigma_T$. The effect of doubling its uncertainty is to lower $\sigma_n$ from 2.02 to 1.50. Removing paragonite altogether from the calculation, Table 5, brings $\sigma_n$ down to 1.10, where it now passes the $\chi^2$ test. Further examination of the diagnostics is only for purposes of understanding the structure of the calculation, not to identify further outliers: the calculation is now consistent from a statistical point of view. We might note that annite has a slight degrading effect on the calculation, but, as $\chi^2$ is passed, deleting it is not justified. If the uncertainties in the activities were to be made smaller, thus increasing $\sigma_n$, such that $\chi^2$ were no longer passed, deleting annite would have the effect of changing the pressure and temperature only slightly (to $P = 7.0$ kbar, $T = 537^\circ$C), as its hat value is small. The hat for anorthite is still high, and we observe, as expected, that the pressure uncertainty would increase if the uncertainty on the activity of anorthite were to be doubled.

In practice, examination of the table of diagnostics, as in Tables 4–6, involves looking down the columns to note values of $P$ and $T$ that are significantly different from the average $P-T$. If these are associated with a significant decrease in $\sigma_n$, there may be a case for removing the offending end-member from the analysis in a second calculation, but only in situations where the $\chi^2$ test has failed. It is wise to delete single outliers, sequentially, in decreasing order of severity, until the $\chi^2$ test is passed. In cases where the problem lies in general scatter rather than in an obvious small number of outliers, sequential deletion does not right the situation; in such cases the overall level of uncertainty on mineral activities may be suspect, and a case may be made for enlarging all the activity uncertainties and recalculating. Alternatively, the assemblage may reflect disequilibrium, partial retrogression, or constituent minerals grown during different metamorphic episodes in a complex tectonothermal history.

Deletion diagnostics can be calculated and can be very useful, but they need to be calculated either by separate applications of Thermocalc or by simulation through diagnostics generated with activity multiplied by some large number, not just multiplied by two. An obvious calculation for RP13 involves deleting the end-members, H$_2$O and CO$_2$, so that the results do not depend on the choice of fluid composition (Table 6). Note that the results are within the uncertainties of the full calculation, and that omitting H$_2$O and CO$_2$ causes the temperature to be poorly determined: devolatilization reactions normally act as thermometers. In the calculations for the tables and figures, $x_{H_2O} = 0.75$ and $x_{CO_2} = 0.25$ are used. There is no particular difficulty in extending the average $P-T$ method to the calculation of fluid composition in addition to $P-T$, although that has not been implemented in Thermocalc yet. In the meantime, we suggest that an appropriate approach is to investigate the dependence of results on fluid composition, in the manner of Figure 8 in Powell and Holland (1988). In fact, the average fluid composition most likely corresponds to that with minimum $\sigma_n$ in PTX.

### The relationship between average $P-T$, average $P$, and average $T$

When first performing average calculations on a rock, it is usually advisable to start by calculating average $P$ at a series of temperatures (termed the average $P$ locus), in the likely temperature range of formation of the rock. As observed by Powell (1985a) and Powell and Holland (1988), temperatures are usually known better than pressures, for example from the general phase relationships in the rock. If pressures are better known, then the average $T$ at a series of pressures (the average $T$ locus) can be calculated. The reason for starting by calculating a locus is that such calculations are more robust than for the average $P-T$, as only one variable is being solved for. Also they are simpler because average $P$ (and average $T$) can be calculated directly without iteration (Powell and Holland, 1988, p. 196), unlike average $P-T$. Another reason for starting with average $P$ or average $T$ is that the average $P-T$ point may be inaccessible. The inaccessibility of average $P-T$ most often occurs when the uncertainty ellipse is large but extends into an acceptable range of conditions, with its center outside such a range. A common situation in which inaccessibility occurs is when all the well-constrained equilibria in a system have similar slopes. Then the uncertainty ellipse is cigar-shaped along this slope, and the average $P-T$ is strongly correlated, with $\rho_{P,T} \to \pm 1$. Another situation where inaccessibility occurs is when the equilibrium assemblage in a rock has been incorrectly identified. Starting with, for example, average $P$, for which the full range of diagnostics discussed above are given by Thermocalc, a nonequilibrium assemblage or other problems may be recognized and rectified in the simpler average $P$ setting.

The relationship between the average $P$ locus, the average $T$ locus, and the average $P-T$ (point) can be seen by using the expressions for the conditional density of the bivariate normal distribution (Morrison, 1976, p. 91–92),
which, in this context, involves looking at the covariance matrix for the average \( P - T \):

\[
V_{PT} = \begin{bmatrix}
\sigma_P^2 & \sigma_{PT} \\
\sigma_{PT} & \sigma_T^2
\end{bmatrix}.
\]

The consequence of fixing \( T \) at \( T' \) gives \( P' \) in terms of the \( P \) and \( T \) in the average \( P - T \), \( P \), and \( T \) and the elements of this covariance matrix:

\[
P' = \bar{P} + \frac{\sigma_{PT}}{\sigma_P^2} (T' - \bar{T})
\]

and

\[
\sigma_{P'}^2 = \sigma_P^2 - \frac{(\sigma_{PT})^2}{\sigma_P^2}.
\]

This is none other than the equation for the average \( P \) and its uncertainty. It defines a line that runs through the average \( P - T \) point, having a slope of \( \sigma_{PT}/\sigma_P^2 \). Given the geometry of ellipses (e.g., Powell and Holland, 1988), the average \( P \) locus goes through the center of the ellipse defined by the above covariance matrix and the points on the boundary of the ellipse where \( dP/dT = \infty \), Figure 6. In the same way, the average \( T \) locus goes through the center of the ellipse and the points on the boundary of the ellipse where \( dP/dT = 0 \).

**DISCUSSION OF OTHER THERMOBAROMETRY METHODS**

Several misconceptions have appeared in the recent literature regarding multiple reaction thermobarometry. The first is that the use of an independent set of reactions to calculate a unique \( P - T \) for equilibration (as in Powell and Holland, 1988, and in their computer program, Thermocalc) is inadvisable because different sets of independent reactions for a given mineral assemblage yield different results, as stated by Berman (1991, p. 836–837) and Gordon (1992, p. 1795). The second, allied to the first, is that the correlations among the reactions used in generating the \( P - T \) estimate need not be considered. In this paper we show that not only are such correlations fundamental, but also that it is only their omission that causes different independent sets of reactions to produce different results in the work of Gordon (1992) and Berman (1991).

In the individual species approach of Gordon (1992), he allows uncertainties in, and correlations between, the chemical potentials of the end-members. In contrast, we include, separately, the uncertainties on the activities and uncertainties and correlations on the enthalpies of formation. Apart from this, his method is formally identical to ours. However, the difference in the assignment of uncertainties is potentially significant, as the activity uncertainties are in the temperature-dependence part and the enthalpy uncertainties in the constant part of the chemical potential.

In contrast to the Gordon and average \( P - T \) approaches, in TWEEQU (Berman, 1991), the problem of tackling overdetermined systems of equilibria to estimate \( P - T \) is solved by performing a weighted average of the \( P - T \) positions of all the intersections involving all of the reactions in the system. No correlations are included; instead, a semiempirical scheme is used to weight the influence on the averaging of potentially poorly constrained intersections. Unfortunately the method does not compensate for the omitted correlations because the implied movement of the reactions to make them intersect at the estimated \( P - T \) is dependent on the correlations among the positions of the reactions. Whereas TWEEQU generally gives calculated \( P - T \) values similar to those of the average \( P - T \) method, it need not always do so because of this dependence.
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APPENDIX I. THE CALCULATION OF AVERAGE TEMPERATURES AND PRESSURES

The purpose of this appendix is to outline the method of calculating average pressures and temperatures, P-T. This involves finding a P-T (the P-T) that minimizes, in a least-squares sense, the amount that the input data must be varied for 0 = AG + RT ln K for each of the reactions in the independent set to be consistent. According to Powell and Holland (1988), the sources of uncertainty in the input data are the enthalpies of formation and activities of the end-members. To clarify and simplify the discussion, the equilibrium relationships may be linearized as 0 = ΔH_R - TΔS_R + PΔV_R + RT ln K giving

\[ P = \left( \frac{-\Delta H_R}{\Delta V_R} \right) + \left( \frac{\Delta S_R - R \ln K}{\Delta V_R} \right) T = a + bT. \]

In this, a is uncertain primarily through uncertainties in the enthalpies of formation, and b is uncertain primarily through uncertainties in the activities. We denote h, the (column) vector of enthalpies of formation of the end-members, k, the (column) vector of R ln a, (the gas constant, R, times the natural logarithms of the activities of the end-members in the phases), and R, the matrix of reaction coefficients for the independent set of reactions, each row of R corresponding to a reaction. Then, the vector of enthalpies of reaction, ΔH_R, for the independent set of reactions is Rh, and the vector of R ln K values is RK. The following development is simplified by adopting the following definitions:

\[ z = \begin{bmatrix} h \\ k \end{bmatrix} \]

and

\[ \theta = \begin{bmatrix} P \\ T \end{bmatrix}. \]

The uncertainties on z, in the form of a covariance matrix, are

\[ V = \begin{bmatrix} V_h & 0 \\ 0 & V_k \end{bmatrix}. \]

Vh and Vk are the covariance matrices of h and k, whose diagonal elements are the squares of the standard deviations (the variances) of the elements of h and k, and the off-diagonal elements are the covariances between the elements. Vh is normally diagonal (activities are uncorrelated), whereas Vk, as generated by the least-squares method of data extraction (Powell and Holland, 1985), is full.

Finding the optimal P-T can be envisaged in terms of minimizing the sum of squares of the weighted differences between measured and estimated enthalpies and In activities:

\[ (z - \hat{z})^T V^{-1} (z - \hat{z}) \quad \text{(A1)} \]

subject to the constraints that the equilibrium relationships for each of the independent reactions give the same average P-T:

\[ \bar{P} = \hat{a} - \hat{b}T \quad \text{(A2)} \]

where z is a measured value and \( \hat{z} \) is an estimated value, corresponding to the estimated values of average P and T. The \( \hat{a} \) and \( \hat{b} \) are estimated values of a and b calculated from \( \hat{z} \). A column vector of ones is denoted I.

The solution of this type of problem is covered by Mikhail (1976, p. 111-117), the critical step being the linearization of the constraints with respect to \( \theta \) and \( z \). Because the constraints are nonlinear, finding \( P \) and \( T \) (and \( \hat{a} \) and \( \hat{b} \)) must be iterative. Therefore the aim is to find equations to express the change in \( \theta, \Delta \theta \), and the change in \( z, \)}
Az, for each iteration, so that convergence occurs to a solution at which Equation A1 is minimized and Equation A2 is satisfied. For such iterative sequences, a starting guess is required: measured values can be used for z, from which a and b can be calculated, and geological intuition can be used for \( \theta \), i.e., \( P \) and \( T \).

Writing the constraints as \( F = -P_1 + a + bT \), and noting that \( F = 0 \) corresponds to the constraints being satisfied, we may write:

\[
\begin{align*}
A &= \frac{\partial F}{\partial z} = SR[1 \ T1] \\
B &= \frac{\partial F}{\partial \theta} = [-1 \ b]
\end{align*}
\]

where \( S \) is a diagonal matrix whose diagonal elements are the negative reciprocals of the pressure dependence of \( \Delta G^o \) at the average \( P-T \) for the reactions in the independent set. Then, following Mikhail (p. 114), the change in \( \theta \) at each iteration, \( \Delta \theta \), is

\[
\Delta \theta = [B'(AV A^T)^{-1} B]^{-1} B'(AV A^T)^{-1} f
\]

in which the only new term is \( f \), defined as \( f = -P_1 + a + bT \), the departure from the constraints for the current \( P-T \) with the \( a \) and \( b \) calculated with the measured \( z \). It is convenient to reexpress \( \Delta \theta \), using \( X = D^*B \) and \( e = D^*f \), with \( D = V^0A^T \):

\[
\Delta \theta = X^* e
\]

the plus superscript denotes the pseudoinverse, \( X^+ = (X'X)^{-1}X' \) (for full rank \( X \)) (e.g., Powell, 1985b, p. 233). In practice, \( X^+ \) and \( V^0 \) are calculated with a singular value decomposition. In the definition of \( e \) and \( X \), \( D^* \) acts as a projection from reaction space to data space; thus, whereas \( f \) is a residual on the reactions in the independent set, \( e \) is the residual on the input data.

The change in \( z \) at each iteration, \( \Delta z \), is

\[
\Delta z = V^nX^*( -P_1 + \hat{a} + \hat{b}T).
\]

The term in brackets is just the departure from the constraints for the current \( P-T \) and \( z \). At the end of each iteration, \( \theta \) and \( z \) are incremented with the newly calculated \( \Delta \theta \) and \( \Delta z \). Iteration proceeds until \( \Delta \theta \) and \( \Delta z \) approach zero, the former when the objective function is minimized, the latter when the constraints are obeyed. This rarely takes more than four iterations, and techniques to ensure convergence are unnecessary because the problem is nearly linear. At the solution, the \( \sigma_{z_{ij}} \) is

\[
\sigma_{z_{ij}}^2 = f'(D^*D)^{-1}f/r - 2
\]

representing the scatter of the data around the solution; it is the statistic that can be used in a \( \chi^2 \) test to determine if the input data should in fact be combined to calculate an average \( P-T \) (see text). The uncertainties on the average are given by

\[
V_{\theta_j} = \sigma_{\theta_i}^2 [V_{ij} = \left[ \begin{array}{cc} \sigma_{\theta_i}^2 & \sigma_{\theta_j} \\ \sigma_{\theta_j} & \sigma_{\theta_j}^2 \end{array} \right]^{-1}]
\]

In this expression, \( \sigma_{\theta_i} \) is set to \( 1 \) if \( \sigma_{\theta_i} < 1 \), otherwise \( V_{\theta_i} \) is too optimistic. The residuals on the data, \( e = D^*f \), and the diagonal elements of the hat matrix, \( H = X(X'X)^{-1}X' \), are used in Appendix 2, and are referred to in the text.

**APPENDIX 2. DIAGNOSTICS FOR AVERAGE TEMPERATURES AND PRESSURES**

Diagnostics allow an appraisal of the sensitivity of the calculated average \( P-T \) on the input data. To do this it is necessary to linearize the problem at the solution, or, equivalently, to make a linear problem with the properties of the real nonlinear problem at the solution. This and the following development use the notation of Appendix 1 with values at the solution, in particular:

\[
X = (V^nA^T)^{-1}B. \quad (A3)
\]

The linear problem can be written as \( \theta = X^+y \). The diagnostics chosen here to investigate sensitivity involve looking at the change in average \( P-T \) and the related statistics as a consequence of doubling the uncertainties on the input data, particularly the activities, \( k \). Doubling the uncertainty of an activity amounts to replacing \( V \) in Equation A3 by \( V^nW^nV^n \), where \( W \) is a diagonal weighting matrix whose diagonal elements are one, except for the end-member of interest whose element is two, to double that uncertainty. Then, following the logic in Belsley et al. (1980), with \( D_n = W^0V^nA^T \), and, after some manipulation, \( \theta \) for a particular, \( W_i \), \( \theta_{w_i} \), is given by

\[
\theta_{w_i} = \theta - \beta e_i(X^+),
\]

where \( i \) is the index of the nonunit diagonal element in \( W_i \), \( (X^+) \), is the \( i \)th column of \( X^+ \), \( e_i \) is the \( i \)th element of \( e \) defined above, and

\[
\beta = \frac{1}{1 - w_i^2 + h_i - h_i'},
\]

in which \( h_i = X_i(X'X)^{-1}X_i' \) and \( h_i' = (D_{nwi})(D_{nwi}'D_{nwi})^{-1} \cdot (D_{nwi}'), \) and \( w_i = 2 \) for doubling uncertainties. These rules are diagonal elements of projection matrices involved in the analysis. Analogously

\[
V_{\theta_{w_i}} = \sigma_{\theta_i}^4 [V_{ij} - \beta e_i^2(X^+)^2]
\]

and

\[
\sigma_{\theta_i}^4 = \sigma_i^2 + \frac{\beta e_i^2}{r - 2}
\]

where, again, \( \sigma_i^2 \) in \( V_{\theta_i} \) is set to unity if \( \sigma_i < 1 \).

Note that these diagnostics may be calculated with little computational effort from terms \( (D, X, \ldots) \) in the calculation of the average \( P-T \) itself.