
American Mineralogist, Volume 76, pages 138-147, 1991

Error propagation for barometers: 2. Application to rocks
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Ansrucr

A new evaluation is made of the uncertainty in pressure when a barometer is applied
to an assemblage in a rock. Sources of error considered include: accuracy of the experi-
mentally located, barometric end-member reaction, volume measurement errors, analyt-
ical imprecision, uncertainty of electron microprobe standard compositions and a-factors,
thermometer calibration errors, variation in garnet and plagioclase activity models, and
compositional heterogeneity of natural minerals. Whereas calibration and analytical errors
can be treated statistically, variability in activity models and natural compositional het-
erogeneity probably cannot be.

Our estimates (lo or quarterwidth) of the propagated uncertainties in pressure corre-
sponding to these sources of error based on analysis of five barometers are barometer
calibration uncertainties of +300 to +400 bars, volume measurement errors of +2.5 to
+ l0 bars, analytical imprecision of + 5 5 to + 185 bars, thermometer calibration inaccu-
racy of +250 to +1000 bars, variability in activity models of +60 to +1500 bars, and
natural compositional heterogeneity (sample dependent, but reportedly) of + 150 to t 500
bars. Assuming l9o uncertainties in analytical standard compositions and a-factors results
in propagated errors of +40 bars and + 150 bars (lo) for the GASP barometer when the
same standards and when different standards are used respectively for analyzing unknown
phases. The accuracy of a barometer as applied to rocks may typically range from +600
to +3250 bars (lo or quarterwidth), with the most significant sources of error being un-
certainty in thermometer calibration and poorly constrained activity models. Continued
experimental and empirical work aimed at minimizing thermometer uncertainties and
better constraining activity-composition relations should substantially reduce the propa-
gated uncertainty.

INrnooucrroN Mnrrroo

As more geologists become interested in studying tec- The method employed in the analysis presented below
tonic processes using petrologic methods, the evaluation involves application ofthe error propagation expression:
of the uncertainties of pressure and temperature esti-
mates of rocks becomes increasingly important. These /rp\/rp\
uncertainties stem from two basic sources: calibration and oi: 2 2 

\*)\U;)"o,0,, 
(+ higher order terms)

application. While calibration errors for barometers have i i
been addressed (Hodges and McKenna, 1987;McKenna 

(1)

and Hodges, 1988; Kohn and Spear, l99l), a compre-
hensive analysis of application errors has not yet been where P is pressure, the -{ and X, are lhe independent
made. varipbles of which pressure is a function, o,and o, are the

The purpose ofthis paper is to discuss and propagate standard deviations ofthe independent variables, and pu
errors that arise when a barometer is applied to rocks. is the correlation coefficient between the ith andjth vari-
This study is a companion to the work of Kohn and Spear ables. For barometers, the equation that describes the
(1991), which describes the precision and accuracy of ex- relationship among P, T, and composition may be writ-
perimentally located end-member reactions. Sources of ten as
error considered in detail in this paper include measure-
ment of compositions, natural compositional heteroge- 

P: b + mT - RTln K'q/av (2)

neity, estimation of temperature, and poorly constrained where Z and R are temperature and the gas constant, m,
activity models. In this paper, the term "precision" will b, and AV are the slope, intercept, and change of volume
be used to describe reproducibility or randomly distrib- of the end-member barometric reaction, and .(o is the
uted errors, as contrasted with "systematic uncertain- product ofthe activities of the mineral phase components
ties"; the term "accuracy" will be used to describe the involved in the equilibrium, raised to their respective
combination of precision and systematic uncertainties. stoichiometric coefficients. For convenience, we have ig-
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nored changes of heat capacities, compressibilities, and
thermal expansivities for the reaction.

Application of Equation I to Equation 2 results in the
expressron:

o2p: ol r T2o2^ t 2p ' f oo'R'T ln K' \ '
_6ro^o6.\ff/

/  nhK- \ '
* (. 

- 
]f,}=)(oi.",o 

* oi.o*oo)

where a,, v,, x,, and o, are the site multiplicity, stoichio-
metric coefficient, mole fraction, and uncertainty in the
mole fraction of the ith phase component in the reaction
ofinterest. It should be noted that we have ignored any
correlation arising from compositional dependence be-
tween T and K.o associated with their dependence on
composition for reasons that are described below. The
first three terms on the right hand side of Equation 3 all
reflect uncertainties in barometer calibration and may be
grouped into a single term [(o"..",,0)'?]. The fourth term is
the error introduced because of uncertainties in volume.
The fifth term on the right side ofEquation 3 represents
the contribution of the uncertainty in a temperature that
has been estimated using geothermometry; this term con-
sists of two parts that correspond to the effects on the
overall error in temperature arising from uncertainties in
the measurement of composition (i.e., oz,c"-o" resulting
from a- ), and simple thermometer calibration errors
(o..",,0). The sixth term represents the propagation of un-
certainties in composition, and each d,- represents a com-
bination of analytical imprecisions and systematic ana-
lytical errors. The purpose of the following sections is to
describe the propagation of the errors in Equation 3 in
the order: (l) barometer calibration errors (o"...,,o), (2)
volume uncertainties (oo), (3) analytical imprecisions (o,,
and hence d...o-*), (4) systematic analytical errors (o", and
o7,6o-p), and (5) thermometer calibration errors (o...",,o).
Additional considerations are made for activity coefficient
variability and compositional inhomogeneities of min-
erals in rocks.

Barometer calibration accuracy

Kohn and Spear (1991) have described a method
whereby the uncertainty in the pressure of experimentally
determined, barometric end-member reactions (o.-to) can
be calculated, and the interested reader is referred to that
paper for a more complete discussion. Their results sug-
gest that the accuracy of end-member reaction positions
for tightly reversed experimental data has a magnitude of
about +300 to +400 bars (lo). It should be noted that
this value is much smaller than that estimated by Hodges
and McKenna (1987), which we believe to be the result
of differences in dealing with systematic experimental un-
certainties (see also McKenna and Hodges, 1988).

Volume uncertainties

Because volumes may be measured extremely precisely
(0.05-0.10/o), their uncertainties do not significantly affect
o.. For example, for typical values of RZln K.o/AVrang-
ing from 5000 to 10000 bars, the contribution ofoo' to
o" is only +2.5 to + l0 bars.

Analytical precisions

Determination of the contribution of the o", to 6p te-
quires a detailed knowledge of the o"- and p,,. While errors
on elemental abundances are obtainable from electron
microprobe counting statistics, these errors will generally
not represent the uncertainty in mineral components (i.e.,
o,,) because of (l) normalization of measured wto/o oxides
to a particular mineral oxide formula, and (2) normaliza-
tion to mole fractions. As described in Appendix l, the
effect ofdifferent operators using the microprobe on dif-
ferent days with diferent operating procedures and stan-
dards will also increase the uncertainty in mole fractions.
Similarly, although the measured wto/o oxides are largely
uncorrelated, normalization can introduce substantial
correlation among the mineral components (i.e., p,, + 0).

We have estimated uncertainties in mineral compo-
nents (o.,) and correlation coefficients (pu) both empirically
and by using a Monte Cailo procedure. Our empir-
ical estimates for one composition were derived by
analyzing a single spot on a garnet 100 times in succes-
sion for the elements Si, Al, Mg, Fe, Mn, and Ca. No
systematic change in the concentration of each element
during the course of the analyses was detected. Table I
presents the average composition of the garnet (column
l), the measured standard deviations of the mole frac-
tions (column 2), and the counting statistics errors for the
weight percents MgO, FeO, MnO, and CaO (column 4).
Each counting statistics error depends on the counting
time, beam current, and spectrometer on which the counts
were collected. Counting time and flag current were 40 s
and 15 nA, respectively, for each analysis, and the spec-
trometers are tabulated with their respective elements.

Also shown in Table I is the measured correlation co-
efficient matrix for the 100 analyses. The correlation co-
efficient between two quantities X and Y may be esti-
mated from the relationship (Draper and Smith, 1981, p.
44):

2(x,- p*)(Y,- p')
Pii :

* (9' | | o,o,,,,,(;)(9,.,,(3)

fto -*rf"'l>s,-d'f
where X, and Y, represent measured values, and p" and
&y are the averages of the n measurements of X and l.

A Monte Carlo technique was also used to derive a
theoretical estimate of the standard deviations in mole
fractions and correlation coefficients between mole frac-
tions by using a procedure analogous to that of Stelten-
pohl and Bartley (1987). The mean garnet composition



140 KOHN AND SPEAR: ERROR PROPAGATION FOR BAROMETERS

Trau 1, Average composition and statistics of single spot on garnet

Average composi- Measured standard
tion (mole fraction) deviation (mole fraction)

(1)  (21

Monte Carlo standard
deviation (mole traction)

(3)

Counting statistics
enors (wto/o)

(4)

Pyrope (TAP)
Almandine (LlF)
Spessartine (LlF)
Grossular (PET)

0.0670
0.4904
0.2284
0.2142

7.91 x 10 a(1.18o/o)
2.35 x 10 3(0.48/")
2.08 x 10+(0.91%)
1.74 x 10{ (0.81%)

Correlation matrices (p)
(Measured)

8 .11  x  10  4 (1 .21oA
2.45 x 10 3(0.50%)
2.15 x 10 3(0.94%)
1 .71  x  103 (0 .80%)

(1.317o) (Mgo)
(0.697") (Feo)
(1.107o) (MnO)
(1.14olo) (CaO)

(Monte Carlo)

spsPrpPrp sps Grs

Pyrope
Ahandine
Spessartine
Grossular

1.000
-0.221
-0.157

0.020

-o.221
1.000

-0.624
-0 .514

-0.157
-o.624

1.000
-0.265

0.020
-0 .514
-0.265

1.000

1.000
-0.238
-0.109
-0.002

-0.238
1.000

-0.670
-0.480

-0.109
-0.670

1.000
-0.244

-0.002
-0.480
-0.244

1.000
A/ofe.'Number of analyses used tor average composition and measured standard deviation and correlation matrix : 100. Number of iterations used

for Monte carlo estimates : 2000. Prp : pyrope, Alm : almandine, sps : spessartine, Grs : grossurar.

in wto/o oxides was first calculated. This analysis was ran-
domly perturbed within the limits of errors allowed by
the counting statistics for each element, the new analysis
was converted to cations, and mole fractions of pyrope,
almandine, spessartine, and grossular were calculated. The
perturbations were repeated 2000 times using a random
number generator with normal distribution, and four sin-
gle column arrays of 2000 randomly perturbed mole frac-
tions of garnet were created. Correlation coemcients and
standard deviations for garnet mole fractions were cal-
culated as above and the results are in Table l.

Three aspects should be noted concerning the data in
Table l. First, the relative errors resulting from counting
statistics for the elements MgO, FeO, MnO, and CaO
(column 4) always exceed the measured relative errors in
the corresponding garnet mole fractions (column 2). This
is simply a result of the normalization employed when
determining garnet mole fractions, and it should be noted
that this observation does not necessarily apply for all
minerals, particularly those in which a single element may
be distributed over several sites (e.g., Giaramita and Day,
1990).

Second, the mole fraction of any single garnet compo-
nent is moderately negatively correlated to the other gar-
net components. The only exception is the empirical cor-
relation coemcient between grossular and pyrope, which
is not significantly different from 0. The negative corre-
lation among mole fractions is expected, because the sum
of the mole fractions was normalized to l. It is also not
surprising that the components associated with those el-
ements in greatest concentration (almandine and spessar-
tine) are the most strongly correlated.

Finally, the excellent correspondence between theoret-
ical Monte Carlo and empirical values for the standard
deviations and correlation coeftcients suggests that the
theoretical technique is a valid method of calculating an-
alytical precisions and correlations for mineral compo-
nents. Accordingly, we have used the Monte Carlo meth-
od for calculating analytical precisions and correlation
coefficients in the remainder of this paper.

The negative correlation between components of the
same mineral has interesting implications for error prop-
agation of barometers and thermometers. Barometers
commonly have components of the same mineral on the
same side of the equilibrium; for example, in the reaction
annite + 3 anorthite : muscovite + almandine + 2 gros-
sular, the two garnet components are both products.
Therefore, the stoichiometric coefficients (z's) of compo-
nents in the same mineral will usually have the same sign,
and cross correlation between those components will tend
to decrease the propagated error in pressure relative to
the first two terms in Equation 3, as noted by Hodges and
McKenna (1987). Although not described explicitly in
this paper, exchange thermometers have components of
the same mineral on opposite sides of the equilibrium
(for example, almandine + phlogopite : pyrope + an-
nite). In this case, both p,, and either z, or z, will be neg-
ative, tending to increase propagated errors, in contrast
to the discussion of Hodges and McKenna (1987).

An example. For estimating the contribution of ana-
lytical precision to uncertainties in pressure estimates, we
selected four different barometers, representing a range of
equilibria that have been applied to natural rocks. The
barometers chosen were: garnet-rutile-sillimanite-ilmen-
ite-quartz (GRAIL; Bohlen et al., 1983), garnet-plagio-
clase-clinopyroxene-quartz (GPCQ: Mg end-member;
Powell and Holland, I 988), garnet-kyanite-quartz-plagio-
clase (GASP; Koziol and Newton, 1988), and garnet-bi-
otite-muscovite-quartz-sillimanite (GBMQS: Fe end-
member; Hodges and Crowley, 1985; Holdaway et al.,
1988). For this exercise, the garnet composition was cho-
sen to be Prp,rAlm.oSpso5crs20, reflecting a typical garnet
composition in metabasites. Plagioclase was assumed to
be AnrrAbur, biotite 400/o annite and 600/o phlogopite, cli-
nopyroxene 650/o diopside and 35o/o hedenbergite, and il-
menite pure. Volumes were taken from end-member
measurements at standard temperature and pressure.
Standard deviations and correlation coefficients for min-
eral mole fractions were calculated with the Monte Carlo
technique by assuming that errors attributable to count-
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TABLE 2. Predicted standard deviation and correlation of mineral mole fractions for compositions used in an example of error
propagation

Seed analysis Standard deviation
Component (mole fraction) (mole fraction)

Garnet correlation matrix

sps Grs

t4l

Prp

Pyrope
Almandine
Spessartine
Grossular
Anorthite
Annite
Diopside

0.0012(0.82%)
0.0022(0.36o/")
0.0011(2.2/"1
0.0017(0.85%)
0.0028(0.80%)
0.0022(0.557")
0.0027(0.42/")

1.000
- 0.504
-0.055
-0.050

-0.504
1.000

-0.400
-0.674

-0.055
-0.400

1.000
-0.104

-0.050
-0.674
-0.104

1.000

0.15
0.60
0.05
0.20
0.3s
0.40
0.65

ing statistics were consistent \Mith the composition of the
phase and operating conditions of 15 kV and 15 nA (Ta-
ble 2). Garnet and plagioclase activities were modeled
using the expressions of Hodges and Spear (1982) and
Newton et al. (1980) respectively.

The propagated errors in pressure using these assump-
tions at a temperature of 900 K are presented in Table 3
for the different barometers. Each imprecision is broken
down into the uncertainties arising from the dependence
ofo" on o,r as they in turn affect ln K* and Zin Equation
2. The lo precision in temperature for most thermome-
ters (o..o-o") is approximately +4 to +6 'C (Kohn and
Spear, unpublished data), and virtually independent of
pressure. Because we did not wish to choose a particular
geothermometer for calculating temperatures, we have
simply multiplied the slope of the barometer by this un-
certainty in temperature to estimate the importance of
thermometer imprecision resulting from analytical er-
rors. However, it should be noted that depending on which
thermometer and barometer are being used, minor cross
correlation may occur as a result of the composition de-
pendence of both I and ln K"o.

As can be seen in Table 3, the total effect of analytical
imprecision on op ranges from about +55 to + 185 bars,
of which + l0 to + I 70 bars is associated with imprecise
temperatures, while +40 to +70 bars is caused by the
explicit dependence ofpressure on the barometric equi-
librium constant. Physically, the total propagated impre-
cision corresponds to the uncertainty in pressure for a
sample with either compositionally homogeneous min-
erals or single mineral analyses, using one barometer and
one thermometer. The GBMQS barometer has a large
range in the pressure uncertainty associated with or.o-oo
because the two empirical calibrations of it (Hodges and

Tlau 3. Propagated errors in calculated P at 900 K for four
barometers assuming the analytical precision in Ta-
ble 2

Contribution Contribution
from o"** from o, in Total precision

Av(J/bar) in Eq. 3 (bars) Eq. 3 (bars) (bars)

Crowley, 1985; Holdaway et al., 1988) indicate rather
different slopes for the reaction.

The above discussion emphasizes that, for many ba-
rometers, the analytical uncertainty in pressure is strongly
influenced by the precision to which temperature can be
determined (see also Hodges and McKenna, 1987). In
particular, ignoring correlation coefrcients among mole
fractions can potentially lead to an underestimate of the
temperature uncertainty by a factor of (2)t/2 (from Eq. l),
and as is evident from Table 3, this can lead to a significant
underestimation of the uncertainty in pressure.

Accuracy of analytical standards

There are generally two different philosophies of how
electron microprobes should be standardized: (l) many
different standards should be used, similar to the min-
erals being analyzed, so that uncertainties of extrapola-
tion to unknown composition are minimized, and (2) few
standards should be used, so that the potential compo-
sitional inaccuracy resulting from using many standards
is minimized. Essentially, the concerns of error propa-
gation are whether the a-factors for matrix effects or the
true compositions of the standards are better known, and
how such uncertainties propagate into errors in pressure.

If many different standards are used, then their com-
positional uncertainties may be easily propagated using a
Monte Carlo technique as was done for counting statistics
precision above. For example, assuming (l) a garnet stan-
dard for garnet, a plagioclase standard for plagioclase,
and a biotite standard for biotite, (2) a lo/o uncertainty in
the element standards for each, (3) no correlation be-
tween uncertainties in weight percents, and (4) the com-
positions in Table 2, an uncertainty of + I 55 bars (lo) is
derived for the GASP reaction at 900 K. An error of +45
bars is associated with uncertainty of grossular and an-
orthite components and +150 bars results from ar,co-*
for the garnet-biotite thermometer. These calculations as-
sume that compositional extrapolation from the stan-
dards is so small that it does not contribute to the prop-
agated uncertainty.

The effects of using a single standard for each element
in all minerals requires assessing the propagation of both
the uncertainty in the composition of the standards and
the uncertainty in the a-factors. Such calculations depend
on what standards are being used, and we have simply

Barom-
eter:

GRAIL
GPCO
GASP
GBMOS

30-40
10-20
80-1 20
80-170

55--60
65-70
90-1 25

1 05-1 85

1.86
6.87
6.62
2.08

45
65
40
70
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assumed similar oxide and silicate standards as are used
at Rensselaer Polltechnic Institute. Using the composi-
tions in Table 2 and assuming lolo uncertainties in the
standard compositions and the a-factors, we estimate the
propagated uncertainty in pressure to be approximately
+40 bars for the GASP reaction at 900 K. The uncer-
tainties in Xo^ and X"" contribute +35 bars of uncertain-
ty, while the uncertainty in temperature introduces +25
bars. Alternatively, the propagated uncertainty can be
broken into the contributions of the compositional un-
certainty of the standards (+39 bars) and the assumed
lolo uncertainty in a-factors (+30 bars).

Comparing the values calculated for the two philoso-
phies, we find that the uncertainty in the ratio Xon/Xn^
is insensitive to the standardization technique. However,
dr,co-p is much smaller when the same standards are used,
and consequently, the uncertainty in pressure is de-
creased. It should be noted that any uncertainty in stan-
dard compositions or a-factors will not be observed in
data collected at a single facility with the same standard-
ization, but may become important when comparing data
collected at different analytical facilities.

Thermometer calibration accuracy

Kohn and Spear (unpublished data) have found that
propagating calibration uncertainties and variability in
solution models for three exchange thermometers involv-
ing garnet and other minerals results in calibration ac-
curacies (o..",,0) of about +50 'C. If it is assumed that
this uncertainty is typical, then the contribution of ther-
mometer calibration errors to the error in pressure may
be +250 to +1000 bars. This calculation assumes that
barometers have slopes ranging from about 5 to 20 bars/
oC, and the actual value for a specific barometer will de-
pend on its slope at the P-Icondition of interest.

Activity models

Errors in activity coefficients cannot be evaluated sta-
tistically in the general absence of direct comprehensive
experimental data. However, one empirical approach is
to examine the efect of several of the activity models
used commonly for the determination of pressures. Spe-
cifically, we investigated some of the models that have
been proposed for the anorthite component in plagio-
clase, and for the grossular, pyrope, and almandine com-
ponents in garnet. These components were chosen be-
cause they are very commonly used in barometry.

To examine the variability of activity coefficients for
gamet, the models of Perkins (1979), Hodges and Spear
(1982), Ganguly and Saxena (1984), Anovitz and Essene
(1987, their model l), and Berman (1990) were applied
to the compositions Prp,rAlmurSpsorGrs,, (garnet Gl) and
PrporAlmroSps,oGrso, (garnet G2) (Table 4). To test the
variability of activity coefficients for anorthite, the mod-
els of Orville (197 2), Saxena and Ribbe (197 2; data from
Orville, 1972), Newton et al. (1980), and Hodges and
Royden (1984) were applied to the compositions An30
and Anro Oable 4). The models and compositions were
chosen as representative of the ranges described in the

literature. The midpoint and quarterwidth of the range of
activity coefficients at 900 K for each mineral component
considered are also presented in Table 4.

It should be understood that the midpoint of the range
of activity coefficients is not any mor€ correct than that
estimated using any one activity model. Therefore, the
different activity models cannot be assumed to represent
any statistical measure of the variability of an activity
coefficient. For this reason, we have chosen to ignore the
possibility of correlation among activity coefficients re-
sulting from their compositional dependence.

The almandine activity coefficient is by far the most
agreed upon value among those considered, and exhibits
a range quarterwidth of not more than 2o/o. This good
agreement among different models is in part due to con-
sideration of only almandine-rich garnet compositions.
Anorthite activity coefficients are also fairly well agreed
upon and do not exceed a range quarterwidth of l0o/o
about the midpoint. The relative uncertainty in the py-
rope activity coefficient (up to 300/o quarterwidth) is con-
siderably larger than that of any other mineral compo-
nent considered, but grossular activity coefficients are in
dispute for grossular-poor garnet compositions (with a
range quarterwidth of about l5olo).

For a given activity model, it is possible to calculate a
pressure correction for the barometric equilibrium ac-
cording to the equation

AP: )ap,F.Tln1,/AV. (5)

As can be seen in Table 4, the uncertainty in pressure
introduced by the variability in activity models can be
substantial, and for the models, compositions, and ba-
rometers considered, the quarterwidths range from +60
bars for the GRAIL barometer to +1475 bars for the
GPCQ barometer (garnet and plagioclase variability
combined). In the GPCQ and GASP reactions, the largest
potential error in pressure is dominated by the uncertain-
ties in grossular and pyrope activity coefficients, and the
minimum and maximum errors correspond to the gros-
sular-pyrope-rich (Gl) and grossular-pyrope-poor (G2)
compositions respectively. This problem with the GPCQ
reaction was also noted by Powell and Holland (1988).
Poor agreement on the proper value for pyrope activity
causes 600/o of the extremely large error for the GPCQ
reaction, and ifboth grossular and pyrope activity coef-
ficients were in as little dispute as the activity coefficient
ofanorthite in Anro plagioclase, the total potential error
arising from activity coefficients for the GPCQ reaction
would be reduced by a factor of 2-3. However, for ba-
rometers that involve more of the pyrope component (e.g.,
the Mg-end-member garnet-plagioclase-orthopyroxene-
quartz barometer), propagated uncertainties may be even
larger.

Grossular activity models have a small effect on the
uncertainty of the GASP reaction for grossular-rich com-
positions (Gl), but have a strong influence at grossular-
poor compositions (G2). Therefore, this barometer is po-
tentially very inaccurate at low P, high ?"conditions, where
the mole fraction of grossular in garnet is less than 5ol0.
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TaBLE 4. Ranges of activity coefficients of garnet and plagioclase components

Garnet

Hodge and
Spear Ganguly and Anovitz and

Perkins(1979) (1982) Saxena(1984) Essene(1987) Berman(1990) Rangemidpoint Rangequarterwidth

t43

G 1 :Prpr5Alm.sspsccrslr
Pyrope
Almandine
Spessartine
Grossular
APGASP (bars)
APGRATL (bars)
AP GPCQ (bars)
G2:Prp*Alm"ogps,o6l*
Pyrope
Almandine
Spessartine
Grossular
APGASP (bars)
AP GRAIL (bars)
APGPCQ (bars)

3.110
1.034
1.034
1.201

+620
+400

+4900

4.006
1.004
1.004
1 .179

+560
+50

+5610

1.149
0.976
0.976
1.149

+470
-290

+1360

1.053
0.997
0.997
1.053

+ 180
_40

+510

2.691 2.501
0.951 0.988
1.150 1 .1  06
1 .095 1.311

+310 +920
-610 -150

+3830 +4770

3.694 3.559
0.984 0.992
1.055 1 .034
0.602 0.872

-1720 -460
-190 -100
+950 +3250

Plagioclase

1.295 2.130 0.491(23W
0.970 0.993 0.021(21")
0.961 1.063 0.044(41")
1.292 1.203 0.054(4/0)

+870 +620 150
-370 -100 260

+2520 +3130 885

1.208 2.530 0.739(307")
0.996 0.994 0.005(1'l.)
0.999 1.026 0.015(1%)
1.109 0.891 0.144t16vo1

+350 -580 570
-50 -70 60

+1290 +3060 1275

Saxena and Newton et al. Hodges and
Orville (1972) Ribbe (1972) (1980) Royden (1984) Range midpoint Range quarter width

An*
Anorthite
APGASP (bars)
AP GRAIL (bars)
APGPCQ (bars)
An*
Anorthite
AP GASP (bars)
AP GRAIL (bars)
AP GPCQ (bars)

1.276
-830

-800

1.276
-830

-800

1.355
-1030

-990

1.265
-800

-770

1.603
-1600

-1540

1.444
-1250

-1200

1.342
-1000

-960

't.u2
-1000

-960

1.440
-1240

- 1 1 9 0

1.355
-1030

-990

0.082(6%)
205

200

0.045(3%)
1 1 0

105

Uncertainty in P from actiyity models (ba?s)
GASP 260-775
GRAIL
GPCQ 990-1475

Nofe.'AP's are all relative to an ideal solution model.

This situation could be greatly improved by better con-
straints on grossular activities for very dilute solutions.

The GRAIL reaction is rather insensitive to almandine
activity models because (l) less extrapolation from the
pure almandine end-member was required for the com-
positions used above, and (2) almandine activities for Fe-
rich garnet compositions are more generally agreed upon.
However, any error in the almandine activity coefrcient
at almandine-poor compositions is magnified by the rel-
atively small Atrlof reaction, which is three to four times
smaller than the AV of reaclions for equilibria involving
grossular and anorthite.

Natural compositional inhomogeneities and
geologic precision

Few, if any, natural samples contain compositionally
homogeneous minerals, and specific mineral composi-
tions will be a complex function of the geologic history
that the rock has undergone. For example, compositions
will depend to varying degrees on the P-7, strain, and
the history of fluid infiltration in the rock. Yet another
source ofuncertainty faced by the petrologist is the choice
of which compositions to use for thermobarometry. As
compositional heterogeneity is specific to a given rock
and its geologic evolution, we prefer to describe the re-

sulting contribution to the uncertainty in thermobaro-
metric estimates as the "geologic precision" (see also
Mclntyre et al., 1966; Brooks et al., 1972; Spear and
Rumble, 1986).

Although statistical approaches have been advocated
in the past to describe the geologic precision (e.g., Stel-
tenpohl and Bartley, 1987; Hodges and McKenna, 1987),
there are four reasons why we believe a statistical treat-
ment should be avoided. First, the selection of the data
that will be used for thermobarometry is dependent on
the interpretation developed by the petrologist in study-
ing the rock and consequently will depend on his or her
possibly arbitrary criteria by which those analyses are
chosen. For example, one petrologist might collect garnet
analyses as close to the rim as possible, reasoning that
this physical position is most likely to have been in equi-
librium with the matrix phases. Another might choose to
use those analyses that correspond to a minimum in the
Fe/(Fe + Mg) ratio or spessartine content near the rim,
thinking that such compositions best represent the rim
composition of the garnet at the peak of metamorphism.
Such differences in petrologic models are not typically
conducive to statistical treatments.

Second, even ifcriteria are chosen that are agreeable to
every petrologist for a single rock, the true compositional
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TABLE 5. Summary of error sources and their propagated effects (bars)

Error sour@
Range of

propagated error GASP GRAIL GPCQ GBMQS

Analytical (total, 1o)
Barometer K* (1o)
Temperature imprecision (1d)

Thermometer Calibration (1o)
Barometer Calibration (1r)

Total statistically treatable errors (1o)
Activity models (quarterwidth)
C,ompositional heterogeneity (quarterwidth)

Total uncertainty

55-1 85
40-70
1 0-1 70

250-1 000
300-750'
400-1 260
50-1 500

150-500
600J250

90-1 25
40

80-1 20
1 000

35H80
1 050-1 080
260-775
250-s00

1 560-2350

55-60
45

30-40
3s0
350
500

60-260
1 50-200
71 0-960

65-70
65

1 0-20
250

990-1 475
1 50-200

1 05-1 85
70

80-1 70

. The upper value for this range is not bounded, and +750 bars is simply an estimate based on the internal consistency of thermodynamic data
bases for barometric reactions involving grossular and anorthite.

distribution corresponding to those criteria may not fol-
low a mathematical form that is treatable statistically from
the finite number of data collected. For example, the ac-
tual composition of a garnet rim region may vary com-
plexly as a result of the proximity of matrix ferromag-
nesian phases, localized retrograde garnet growth or
consumption, fluid availability to facilitate reactions, etc.
The relatively small number of analyses that a petrologist
is likely to collect on any given sample may not ade-
quately define the true mathematical form of composi-
tional variation consistent with a single criterion. A sta-
tistical treatment of the compositions will then be
mathematically erroneous.

Third, there is no reason why the number and distri-
bution of analyses corresponding to a particular model in
any way represents the likelihood of equilibrium. Even if
a statistically meaningful number of analyses are collect-
ed that are consistent with a single petrologic model, there
is still the critical assumption that this distribution has
some physical significance regarding the best composition
for thermobarometry. Ascribing such physical meaning
to the measured distribution seems to us unwise.

Finally, in many cases, a statistical approach will ac-
tually be contradictory with petrologic models, which tend
to weight more heavily those compositions at the ex-
tremes of measured distributions. For example, the gar-
net or plagioclase exhibiting the minimum in spessartine
or anorthite content may be deemed the most likely to
have been in equilibrium with the other phases based on
a petrologic model. Because virtually every statistical
treatment of the data will tend to center weight the anal-
yses and the thermobarometric combination of analyses,
the petrologic importance of the extreme compositions
will be devalued.

As a final note in this discussion, if a single petrologic
criterion is used in selecting analyses, ifone believes that
some mathematical form of the compositional variation
is derivable from the analyses collected, and if one is
willing to ascribe some petrologic meaning to the com-
positional distribution, then the influence ofthe correla-
tion between mineral components must be considered
before statistics can be applied. This aspect was deliber-
ately ignored by Hodges and McKenna (1987), and con-
sequently their technique can over- or underestimate the
corresponding geologic precision, depending on which

thermometers and barometers are being used. Further-
more, if standard errors derived from multiple analyses
are reported for mineral compositions, then correlation
coefficient matrices for each mineral should also be pre-
sented.

One useful method of calculating geologic precisions is
simply to solve the thermobarometric equilibria using the
measured compositions to produce a P-T parallelogram,
whose bounds represent the maximum and minimum
limits consistent with the small set of compositional data
chosen as potentially representing equilibrium. The
philosophical implication of the parallelogram is that no
one analysis or combination of analyses is a statistically
better measure of equilibrium conditions than another,
so that the extremes of the parallelogram have no more
or less validity than any other position within the paral-
lelogram, at least within the limits of the data chosen as
being consistent with the petrologic model. Although we
recognize that there will always be some arbitrariness to
the values that may be calculated, examples of this tech-
nique are abundant in the literature, and the quarter
widths ofthe pressure uncertainties are often on the order
of + 150 to +500 bars for well-characterized samples.

These typical geological precisions reported for rocks
only consider natural inhomogeneity and do not take into
account any systematic errors in the thermometer cali-
brations or any analytical errors. The fact that this range
is about twice the analytical precision of pressure esti-
mates indicates that at present our ability to measure
mineral compositions is much better than our ability to
understand mineral zoning in natural rocks and to cor-
relate compositions. Future plots of thermobarometric

TABLE 6. Compositions of minerals from a nat0ral sample

Plagioclase

2.516
1.758
0.152
1.148
1.353
0.006
0.000
0.063
0.973

o.012

0.258
0.759
0.006

Si
AI
Ti
Mg
Fe
Mn
Ca
Na
K

2.981
2.016

0.369
2.20'l
0.287
0.1 55

2.739
1.247

Nofe.'Sample location is latitude 54%5'19'S, longitude 69116'20" W.
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results might display both the P-7 parallelogram result-
ing from the geologic precision and the error ellipse cor-
responding to the propagated electron microprobe errors;
this would allow a direct comparison of sample hetero-
geneity (parallelogram) and analytical precision (ellipse).

DrscussroN
Accuracy of pressure estimates

Each source ofuncertainty and the range ofits propa-
gated effect on pressures is listed in Table 5. Five columns
are presented corresponding to a possible typical range of
uncertainties in pressure and to the individual GASP,
GRAIL, GPCQ, and GBMQS barometers.

Combining these uncertainties into an estimate of the
accuracy of a pressure estimate depends on the assumed
distributional behavior of each source of error. The an-
alytical precision and calibration errors probably have
nearly Gaussian distributions, and so their combined ef-
fects may be taken as the square root of the sums of the
squares of their individual propagated uncertainties; the
range ofthis value is tabulated as a subtotal in Table 5.
For reasons described above, we believe that neither
compositional heterogeneity nor variability in activity
models are statistical measures, and so believe it is ap-
propriate simply to add the propagated quarterwidths de-
rived from variability in activity models and from com-
positional heterogeneity to the total ld uncertainty derived
from the statistical error sources. This combination re-
sults in accuracies of +600 to +3260 bars, which corre-
sponds to an uncertainty in crustal depth of + 2. I to + I 1.4
km. Other assumptions about the distribution of the geo-
logic imprecision and variability in activity models de-
crease this uncertainty somewhat; an assumed square wave
distribution results in paleodepth uncertainties of +1.6
to +6.8 km (lo), while an assumed Gaussian distribution
produces uncertainties of +1.5 to +6.6 km (lo). Thus
overburden uncertainties estimated solely from rigorous
propagation of thermobarometric errors may range from
about +1.5 to +11.4 km, or 5-300/o of the thickness of
normal continental crust.

Exarnple

As a depiction of some of the uncertainties described
above, we present an example from an upper amphibolite
grade pelitic schist with the assemblage garnet + silli-
manite * muscovite + biotite * plagioclase + quartz.
Relevant data are presented in Table 6, and some of the
measurers of uncertainty are plotted in Figure l. As can
be seen, the mean P-Z estimate using GASP barometry
and garrret-biotite thermometry is about 6.4 kbar and 620
"c.

The analytical precision of the pressure estimate (small
ellipse i.n Fig. l) is about + 150 bars (lo). This value ex-
ceeds those calculated for the analytical precision for the
GASP barometer above because the very low grossular
and anorthite contents of the garnet and plagioclase in-
crease the analytical uncertainty. Ofadditional interest in
Figure I are the long, thin ellipse that represents the com-
bined calibration uncertainties of the GASP barometer

350 450 550 650 750
Temperature ( oC)

Fig. l. Measures of thermobarometric uncertainty (lo or
quarterwidth) for a natural sample using GASP barometry and
garnet-biotite thermometry. The small ellipse, small stippled
parallelogram, and large parallelogram represent propagated un-
certainties resulting from analytical imprecision, natural com-
positional heterogeneity, and different activity models, respec-
tively. The long thin ellipse is the propagated calibration errors
for barometric and thermometric end-member reactions. Larg-
est bounded region is combination of all uncertainties.

and garnet-biotite thermometer (+1700 bars; lo), the
small shaded parallelogram that represents the compo-
sitional heterogeneity of the analyses chosen for ther-
mobarometry (+SOO bars; quarterwidth), and the large
parallelogram that indicates the effects ofvariable activ-
ity models (+900 bars; quarterwidth). As can be seen,
activity models and uncertainties in thermometer cali-
bration dominate the estimated total uncertainty in the
thermobarometrically derived pressure for this sample,
which is about +3100 bars (lo or quarterwidth).

We emphasize that the uncertainties described in this
paper are only for pressures determined from thermo-
barometers, and that the error field defined for a ther-
mobarometer may violate other constraints derived from
phase equilibria or physical necessity. Ofcourse, for this
sample, an additional important constraint on the pres-
sure of equilibration is the presence of sillimanite as the
aluminosilicate in this rock; the kyanite to sillimanite
transition is accurately located in P-T space (e.g., Hold-
away, l97l), and limits the pressure to approximately
3.75 kbar at 500'C and l0 kbar at 800'C. This single
phase equilibrium constraint implies that the maximum
P-T range for the equilibration of the sample falls within
the lower part of the field of uncertainty. That is, phase
equilibria limit the magnitude of the pressure uncertainty
for this sample.

The general consistency of a thermobarometric cali-
bration with phase equilibria or physical constraints can
be used to estimate better its uncertainty. For example,
the fact that the Ferry and Spear (1978) calibration ofthe
garnet-biotite thermometer indicates temperatures that
are in general accord with phase equilibrium (e.g., Hodges
and Spear, 1982) suggests that the calibration is better
than rigorous propagation of its calibration errors (i.e.,

h 6
J

I
= L

o

2
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the errors reported by Ferry and Spear, 1978, may be
overestimated). As is obvious from Figure 1 and from
the discussion above, inaccuracies in thermometer cali-
bration can b€ a substantial source of uncertainties in
pressure; ifthe Ferry and Spear (1978) calibration is per-
fectly accurate, then the pressure uncertainty derived from
thermobarometry and phase equilibrium constraints for
the rock considered would be reduced to + 1000 bars (lo
or quarterwidth), even considering the effect of activity
model variability.

Uncertainfy in pressure differences

In spite ofthe substantial absolute error ofbarometers,
many metamorphic processes are best identified from dif-
ferences in pressures and temperatures, and changes in
pressure and temperature may be much better character-
ized. Ifa single barometer is used to calculate a difference
in pressure, then any experimental uncertainties cancel
out, and differences in pressure of equilibration may be
calculated by considering only the effects ofthe geologic
precision, analytical errors, and activity coefficients (see
Hodges and McKenna, 1987; Powell and Holland, 1988).

In order to calculate the effect of activity coefrcients,
the variability in changes of pressure corresponding to
the diferent activity models must be assessed. For the
garnet compositions and activity models considered in
Tables 2 and 4, the uncertainty (quarterwidth) in the es-
timated changes in pressure (AP's) at a constant temper-
ature and activity of anorthite is approximately +Jol6 1o
+ 100/o of the total change in pressure. For example, sup-
pose it is desired to know the difference in pressure re-
corded by garnet compositions Gl and G2 (Table 4). Us-
ing the GPCQ reaction, the mean change in pressure at
constant plagioclase composition is I1900 bars, and the
difference between the maximum and minimum pressure
changes is about 3500 bars; that is, the quarterwidth of
the calculated pressure differences (875 bars) is roughly
7o/o of the total. Similar values are obtained from more
realistic, natural compositions from zoned garnets (Kohn
and Spear, unpublished data; see also Powell and Hol-
l and ,1988 ) .

Therefore, the minimum difference in pressure that
could be resolvable may be taken as the sum of the geo-
logic precision (+150 to +500 bars) and the analytical
uncertainty ( + 70 to + 305 bars) augmented by 5- I 0o/o for
activity model variability, or +230 ts +890 bars (lo or
quarterwidth). This corresponds to a difference or change
in crustal depth based solely on thermobarsmetry of ap-
proximately +0.8 to +3.1 km.

Ifdifferent barometers are used to calculate differences
in pressure, then any uncertainties in the calibrations un-
certainties must be considered, as well as the differences
among activity models. Obviously, it will be advanta-
geous to apply calibrations that employ the same activity
models, to use the same thernometer calibration, and to
consider assemblages with similar bulk compositions, in
which case, measurable differences in pressure (lo or
quarterwidth) may be as small as +230 bars.
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ApppNorx 1. Norn oN TRr.rE ANAryrrcAL
IMPRECISIONS

Although errors calculated from the counting statistics ofdata
obtained using an electron microprobe could be interpreted to
represent the precision of a chemical analysis, it is likely that
analyses collected by different operators on different machines
with different standards will be more variable than the statistics
of a single analysis would imply. In an effort to quanti& partially
some of these effects, we have examined analyses of Kakanui
hornblende that were collected immediately after initial stan-
dardization over a period oftwo years on the JEOL 733 electron
microprobe at Rensselaer Polytechnic Institute. The average of
our measured compositions is presented in Appendix Table I
(column l), with the typical counting statistics error in each ox-
ide component (column 2), and the standard deviation ofeach
wto/o oxide about the mean analysis (column 3). As can be seen,
each element has a measured uncertainty that exceeds the count-
ing statistics error by a factor rangrng from 1.5 (Ti) to 5.3 (Mg).

Three aspects should be understood about these analyses. (l)
While the first approximately 50 analyses of Kakanui horn-

blende were collected with some variability in standards, the
remaining analyses were collected using similar standards. (2)
Operating conditions were virtually identical for over 950/0 ofthe
analyses. (3) Because the purpose of analyzing the hornblende
was to check the standardization, the uncerlainties reported in
column 3 are certainly maxima. If an oxide wto/o was significantly
different from its expected value, then we assume that the op-
erator restandardized for that element after the analysis.

Part ofthe increased error is undoubtedly due to natural com-
positional inhomogeneity; this possibility was evaluated by D.
Wark (personal communication, 1988), who collected 43 con-
secutive analyses across a single grain ofthe standard. The mea-
sured variability in each element represents the combined effects
ofcounting statistics and cornpositional heterogeneity and is also
presented in Appendix Table I (column 4); however, as can be
seen, these uncertainties fail to account for the bulk of the ob-
served deviation of the last two years' analyses. Therefore, we
believe the increase in compositional uncertainty over the count-
ing statistics error and natural inhomogeneity mostly represents
the effects of different operators (e.g., focusing differences), the
quality of the initial standardization, and random machine er-
rors over the two year period, but some of the uncertainty no
doubt reflects the standards used. We have additionally con-
ducted two other (unpublished) studies on garnet standards with
similar results.

It is interesting that the mean composition measured (column
l) differs from the wet chemical analysis supplied by the Smith-
sonian Institution (column 5), especially regarding dl content
(see also the results and discussion ofRucklidge et a1., 1971 and
Reed and Ware, 1975, as well as the mean analysis presented by
Giaramita and Day, 1990). This difference indicates that com-
positional uncertainties are even larger when diferent analytical
techniques are compared.

These data imply that the total analytical imprecision of a
barometer should be increased over the propagated errors from
counting statistics by a factor of approximately 2-3 if one wishes
to include the possibility of the collection of data by different
operators or on different days. Of course, the increased uncer-
tainty will not be observed if data are collected by the same
operator on a single day and will be minimized for large data
sets if the same operator collects the data using the same stan-
dardization over a limited time period. However, error beyond
uncertainties ascribed to counting statistics must be considered
when comparirLg data collected at two different microprobe fa-
cilities, for example when performing regression diagnostics on
combined data sets.

APPEND|X TABLe 1. Average composition and statistics of Kakanui Hornbtende standard

Average
composition

(wP/o) Counting statistics errors
(1)  (21

Measured errors
(3)

Variability of consecutive
analyses'

(4)

Wet chemical
analysis

(5)

sio, (TAP)
At,os (TAP)
Tio,(LtR
Mgo (IAP)
FeO (LlF)
MnO (LlF)
CaO (PET)
Na,O (IAP)
K,O (PET)

0.121(0.30%)
0.051(0.3670)
o.137(2.yh)
0.054{0.,|(}%)
0 .115(1 .1%)
0.011(11.9%)
0.073(0.72%l
0.039(1.4%)
0.037(1.8%)

0.398{0.99%)
0.227(1.6W
0.199(4.27d
0.291(2.3./"1
o.219(2.1%l
O.O29(31.2/"1
0.256(2.5/"1
0.097(3.6%)
0.070(3.4%)

0.1q0.44%)
0.09(0.60"/.)
o.14(2.9oA
0.14(1.11o)
0.1q1.57d
0.t2116.2/"1
0 .11(1 .1%)
0.08(2.8%)
0.05(2.4o/")

40.24
14.26
4.76

12.64
10.61
0.09

10.08
2.70
2.07

40.37
14.90
4.72

12.80
10.92
0.09

10.30
2.60
2.05

/Vote.'Number of analyses used for average composition and measured enors : 325. Number ot analyses used for natural inhomogeneity = 43. Wet
chemical analysis supdied by Smithsonian Institution.

* Includes both counting statistics erors and natural @mpositional heterogeneity.


