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Thermodynamic properties of Nacl obtained by computer calculation

CH.nnr,ns J. Hosrnrr,nn
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Richland, W ashington 993 5 2

Abotrect

Some of the thermodynamic properties of the NaCl system have been calculated from first
principles using computer simulation techniques. Pairwise-additive interaction potentials for
the NaCl system were calculated using SCF-LC\O ab initio methods, These interaction
potentials were used in conjunction with the Monte Carlo technique to calculate volumes,
third law entropies, and enthalpies of NaCl at four temperatures and 1 bar. The calculated
properties were mostly within five percent of their corresponding experimental values. The
melting temperature was calculated to be 950 K (the experimental value is 1074 K) reflecting
the difficulty inherent in predicting phase change information from first principles. The
volume of crystalline NaCl as a function of pressure was also calculated using a free cnergy
minimization technique. The calculated volumes compared well with experimental results to
pressures of 120 kbar. In general the calculated thermodynamic properties did not increase
rapidly enough with temperature; the interaction potential functions obtained from the ab
initio calcrilations were too negative compared to Born-Huggins-Mayer effective pair poten-
tials. This work demonstrates the possibility of determining thermodynamic data using com-
puter simulation techniques, as well as some of the fundamental difficulties in applying
Hartree-Fock pair potentials to predict the thermodynamic properties of condensed matter.

Introduction have been examined (e.g., Krogh-Moe et al., 1969; Wood-
Some recent attempts to understand the nature of cock and Singer, 1971; Larson et al., 1973; Adams and

various geochemical systems applied interaction potential McDonald' 1974; Michielsen et al', 1975; Woodcock' 1975,
functions in conjuncti,on with computer simulati,on tech- p. 12-23).as well as silicate glasses (Woodcock et al., 1975t

niques to predict equilibrium prop.riir.. One particular ap- Soule.s, 1979; Soules and Busby, 1981; Angell et al', 19E1;
proach employed interparticle potentials calculated wiih elceltgt al', 1982, Hostetler, 1982)'

modified ilectron-gas theory or Hartree-Fock self- .In.this work I present the results from a first principks

consistent-field theoiy. Combined with free-energy -irri- simulation of the Nacl system. The interaction potential

mization techniques, Lnairrg energies, uona aistan?s, aio tt:t^':tt for the system have been determined using SCF-

elastic properties of crystals have been calculated r.. urturi :CA9 
ab initio quantum calculations' These potential

halide irystals (e.g., Cohen and Gordon, L975; Zhad,.anov functions have been used in Monte Carlo computer simula-

and Pdyakov,l97l;Mackrodt and Stewart, 1979) as well tions to calculate the enthalpy, entropy, and volume of

as various crystalline oxides-Mgo, Mno, c"6, n"o, both crystalline and molten NaCl as a function of temper-

FeO, ZnO, Al2O3, SiOr, and TiO, (e.g., Mackrodt ani ature at one bar' The potential functions were also used

Stewart, 1979; Cohen and Gordon, 1976; Dienes et al., with ener.gy minimization methods to calculate the volume

1g75; Tossell, 1gg0). Empirical potentials have also been of crystallineNaclasafunctionof pressure.Thesecalcula-

used with energy minimizationtechniques to predict lattice tions.provide a sensitive test of the accuracy of the com-
energies for seviral silicate crystal structures (Catlow et al., puted interaction potential functions.

1982).
In addition, Monte Carlo (MC) and molecular dynamics Procedure

(MD) techniques have been used to predict equilibrium
and rransporr properties of various systems. Til;;;: Interaction potentialfunctions

eling efforts have started with potentials (usually of the The total potential energy of a system of N interacting
Born-Huggins-Mayer form, see Tosi and Fumi, 1964; particlesisgivenby:
Woodcock, 1975 p. 4-12 for reviews of empirical potential I N N 1 N N N
func t i ons )con ta in ingpa rame te rswh ichwerede te rm ined  U : ;  I  I d , ,+ ; I  I  I d , t "+ . . .  ( 1 )
by fits to properties of crystall ine material at 298 K. MC 't i=t i= I Jr i=l j=l k=l

and MD calculations employ the interaction potentials to 
i+i i+ j+k

predict the properties of the system as a function of the relative to a standard state of infinitely dispersed particles.
state variables. Both crystalline and liquid salt systems Each index runs over all the particles, and the summands
0003-o04x/85/0506-{60 I $02.00 601
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are the interaction potential functions representing the con-
tribution to the potential energy from the particles indexed
in the function. The interaction potentials (and the poten-
tial energy) are functions of the particle positions. In lieu of
adequate theoretical knowledge ofthe effects ofmany-body
interactions, defining a pairwise additive potential function
which reproduces the potential energy ofthe system is con-
venlent:

,:(+i irr') (2)
\ !  i = r  j = l  /

where the angular brackets denote an ensemble average.
The degree to which this effective pair potential fails to
reproduce other properties of the system is a measure of
the importance of many-body interactions. Stillinger (1964,
p. a-fi) proposed theoretical arguements that polarization
forces (which account for approximately one percent of the
potential energy for the NaCl system) are the only impor-
tant many-body interactions in molten salts.

The effective potentials used in this study have the form:

zrzrez . Aii Bii ci i
d"(r) : r  r "  t '  r '

where the Z, are the formal ionic charges, e is the funda-
mental unit of electronic charge, and A,r, B,,, and C,, are
adjustable parameters. The potential is a function of the
particle types and the distance between them, r. The first
term represents the coulombic interaction between two
ions and the latter terms represent a combination of the
dispersion forces and repulsive forces. This particular form
for the potential functions is similar to the Pauling(1928)
form, and was chosen for convenient use with the (N,P,T)
Monte Carlo technique (discussed below).

In order to determine the parameters in the effective
pair-potential, a data set was generated consisting of the
energies of a pair of particles as a function of separation.
The energies of each particle pair were calculated using ab
initio restricted Hartree-Fock self-consistent-field quantum
techniques which involve computing all necessary one- and
two-electron integrals. After initial assumptions are made
(discussed below) no input data are needed to evaluate the
energy of the system. The Gaussian-76 (Pople et al., 1978)
program was used to calculate energies. The parameters
were fit with the least squares technique using the equa-
tion:

I I d,d.): E. - I Er (4)
i j K

where E. is the energy of the cluster and E* is the reference
state energy ofparticle k.

Monte Carlo calculations

The Monte Carlo method is based on the theory of
Markov processes and was first described by Metropolis et
al. (1953). A modification of the basic method to allow
calculation in the isobaric-isothermal (N,P,T) ensemble
was described by Adams and McDonald (1974) and was
used for this work. Starting from a given initial configura-

tion a Markov chain of configurations is generated by dis-
placing a randomly chosen particle by a random amount.
The volume of the system is also randomly changed. The
pseudo-Boltzmann weighting factor, W, from a state with
potential energy u and volume V to a state U', V' is calcu-
lated:

w: (U' - U\ + P(V' - V) -NkTrn(V'lV) (5)

where k is Boltzmann's constant and N, P, and T are the
number of particles, the pressure, and the temperature of
the system. If W is negative for the transition the new
configuration is accepted for inclusion in the ensemble
average. Otherwise the configuration is accepted with
probability which is exp(-W/kT). If the new configuration
is rejected the old configuration is retained and included in
the ensemble average. This algorithm ensures that each
configuration shows up in the ensemble average with a
frequency proportional to its weighting factor. The process
is repeated for the number ofconfigurations desired.

Two parameters govern the elliciency of the Monte
Carlo sampling processes. These are the maximum amount
any particle can be displaced, and the maximum change in
volume for a transition. These parameters were chosen by
trial and error such that the acceptance ratio was close to
0.5.

The ensemble average of any configuration dependent
property corresponds to the value of the property at the
given P and 7. In particular:

E: <U + 3/2NkT) (6)

H:<E+PV>  (7 \

v: <v> (8)
where E is tbe internal energy, .EI the enthalpy, and V the
volume of the system. The third law entropy of the system
was computed using (N,I/,D Monte Carlo runs at each
calculated volume with the cell approximation method
(Gosling and Singer, 1970):

,  _ (d :4.")  r .s{ l  + h f r "4 l .  ' ) i' 2 k T L \

I
+; lnC + lnf,  (9)

where C: 1 for solids, NN/t{! for liquids, f, is the free
volume (Kirkwood, 1950), and @-,n is the minimum value
of the potential in the free volume. The free volume is equal
to a(Y)V where a(V) is the acceptance ratio as a function of
volume. The MC jump parameter is varied and the maxi-
mum calculated free volume is the MC estimate of the true
free volume. Although the free volume can be estimated
rather precisely using this method, the treatment of the
minimum potential energy term is much less accurate. Gos-
ling and Singer (1970) found that entropies computed in

this manner were systematically lower than corresponding
experimental values for liquid argon. In spite of this bias,
we chose the free volume method for computing entropies
in order to conserve computational resources; calculation



of entropies using p dV integration along isotherms would
have required about ten MC runs for each temperature.

To include the effects of the long-ranged coulomb poten-
tial and to minimize surface effects in the MC simulations
periodic boundary conditions are enforced on the system.
Two computational techniques were used in conjunction
with the periodic boundary conditions. The minimum
image convention allows each particle in the system to
interact only with its N-l nearest neighbors in the system;
each neighbor is either a particle in the system or an image
of the particle produced by the periodic boundary con-
ditions. The Ewald technique (Ewald, 1921; Brush et al.,
1966) was also used to evaluate the long range coulomb
potential.

Free energ y minimization

The free energy minimization method was used to calcu-
late the volumes and free energies ofcrystalline phases as a
function of pressure. The B1 and 82 phases of NaCl were
studied at 0 K. (The phase change behavior for NaCl seems
to be fairly insensitive to temperature, Cohen and Gordon,
1975) Using this simplifying assumption, the free energy is
just:

G: U(V\  +  Pv (10)

Using the interaction potential model described above, at a
given pressure the free energy depends on only one vari-
able, the volume. Minimization of G with respect to the
volume gives the free energy of the crystalline phase. The
condition for the B1-82 phase change is G(Bl) : G(B2).

Results

The energies of Na+-Na+, Na*{l-, and Cl-{l-
pairs were calculated as a function of separation distance
using the Gaussian-76 (Pople et al., 1978) program. This ab
inirio method uses linear combinations of atomic orbitals
(LCAO) to form fhe molecular orbitals. The number of
atomic orbitil/ fdnctions, their mathernatical form, and
their adjustable parameters comprise a basis set for that
atom. Larggr'basis sets are more flexible and possibly allow
better description olthe charge distribution in a molecular
environment. Calculations were performed using several
published basis sets (described briefly in Table l).

Closed-shell ions were chosed as the reference state for
the quantum calculations. The SCF equations assume each
of the electrons in a system move in a coulombic field
generated by the nuclei and the time averaged positions of
the other electrons. In reality the electron motions are cor-
related. The correlation energy can be quite large. Using
closed-shell ions as the reference state for calculations on a
cation-anion cluster approximately conserves correlation
error. When the energy of the reference state ions is sub-
tracted from the ion pair energy, the correlation energy
approximately cancels.

It should be kept in mind that all of the basis sets except
for the (12,9) basis set used in this calculation were unbal-
anced (i.e. contained different numbers of basis functions
per electron for Na and Cl). This lack of balance acts as a
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Table 1. Basis set size and balance

Nurber of
Bae is  Set  Func l ions  fo !  Na

Nuober of Na Functlon6 C1 Functlons

Functlons for Cl Per Electron Per Electron

sto-3c'

sto-3clzb

( 1 2 , e ) c

1 6  , 4 1 d

sto-3c'

I E

2 4

4 2

t 2

30

l 8

36

7 a

l 8

30

t . 8

2 . 4

4 . 2

1 . 2

3 . 0

t . 0

2 . 0

4 . 3

t . 0

aThree Gsues lan  f i t s  to  s la t€ r - type-o fb l te ls  (Pop le  e t  a l . ,  1978)

bmrb l .  
2 " . "  STo-3C ( tso  bas ls  func t lons  per  o rb t ts l )  (C le@nt r ,  1964)

c f re lve  euss ian  func t lons  s i th  6  type  syNt ry ,  9  p  funet lons  (ve tuard ,

r968) .

ds lx  Gauss lan  s  Eype func t lons ,  4  p  func t lons ;  con t rscEed f ron  rhe  ( f2 ,9 )

b .B ts  (ve t l l s rd ,  1968) .

ePo le l l ra t lon  (d )  func t ions  added to  the  STo-3G bas ls  (Pop le  e t  a I . ,  1978)

constraint on electron population distribution, which is de-
termined in part by mathematical flexibility. The lack of
balance is a potential source of error in determining
Hartree-Fock energies.

In Table 2 energies for the Na+-Cl- pair separated at
3.0A and for the reference states are compared for several
basis sets. The energy obtained with the Born-Huggins-
Mayer (BHM) model at this distance is 7.55 x 10-1e J
(Adams and McDonald, 1974). Even for the large (12,9)
basis set the agreement is rather poor. The STO-3G basis
set was also used to calculate interaction energies as a
function of distance for the Na+-Cl- ion pair. In Figure I
the ab initio potential is plotted along with the coulomb
energy and the BHM potential. The STO-3G potential is
approximately twenty percent too negative at distances less
than 3A.

Negative deviations in computed potentials can be
caused by counterpoise error. This error is a spurious low-
ering of the energy of a cluster relative to the reference
energies. Counterpoise error is a mathematical artifact of
the orbital approximation resulting from extra degrees of
freedom in the cluster relative to the reference state
(Carsky, 1980). In order to decrease the counterpoise error
"ghost" atomic centers were added to the calculations of
the reference state energy. These ghost centers carry the
orbitals of the other nuclear center in the cluster but no
nuclear or electronic charge. Thus the electrons in the ref-
erence state ion can interact with the orbitals of the other

Table 2. Calculated energies for Na+{l- ions separated by 3.0A

B a s l s  s e l  E * . +  ( 1 . u . )  E C l -  ( A , U . ) E N a + c l -  ( A . u . )  A E  ( l o - 1 9  J )
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sT0-3G -159.1a462 -454.4aO42

(12,9)  -16r .57095 -459.56094

I 6 , 4 1  - 1 6 r , 6 6 0 r r  - 4 5 9 . 5 1 5 9 1

sTo-3c* -t59.78462 -454.48042

-614.46194 -8.58

-62t.41244 -7.87

-62r.36484 -8.23

- 6 1 4 . 5 1 5 8 2  - r 0 . 9 3
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Table 4. Interaction potentials for the NaCl system
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Fig. l. Comparison of the ab initio STO-3G Na+-Cl- poten-
tial with the empirical Born-Huggins-Mayer potential (Adams
and McDonald, 1974).

ion in the cluster, so the counterpoise correction is ap-
proximately the same in the reference state and the cluster.
Table 3 contains the results for four basis sets for Na+{l-
pair at 3A as corrected for counterpoise error. Counter-
poise error generally increases with both atomic number
and negative charge (Carsky, 1980) and in these caleula-
tions most of the counterpoise correction does come from
the Cl--ghost term. Also note that the counterpoise error
is inversely proportional to basis set size. A large portion of
the negative deviations in the calculated Na+{l- poten-
tials can be corrected in this way.

Given the results in Table 3 and the constraints on com-
puter time, the STO-3G* basis was chosen for calculation
of the detailed interparticle potential functions. The com-
puted interaction energies for the three pairwise interac-
tions at 28 interionic distances are listed in Table 4. These
results were all corrected for counterpoise error using the
method described above.

Expansion coefflcients were fit to the data in Table 4
using equations (3) and (4). The expansion coeflicients for
each potential are presented in Table 5. A small constant
was also needed to fit the data. The deviations from the
Adams and McDonald (1974) BHM potentials are plotted
in Figure 2. The total deviation is negative near the equi-
librium geometry, becoming smaller with increasing sepa-
ration (i.e. the Hartree-Fock potentials are too soft). The
effects of the deviations on computed thermodynamic
properties will be examined next.

Table 3. Calculated energies for Na*{l- ions separated by 3.0A
corrected for counterpose error

B a 6 1 s  s e t  E N a +  ( A . U . )  E C I -  ( A . U , )  E * . + a r -  ( A . u . )  d s  ( f O - I 9 . r )

The Monte Carlo calculations were performed for a
system containing 64 ions (i.e.,32 of each type) in a cube
with periodic boundary conditions. For runs below the ex-
perimentally determined melting point (1074 K) the start-
ing configuration was a simple cubic lattice with edge
length of 8.4A. For the runs above 1074 K, a random
initial configuration was prepared by heating the crys-
talline starting configuration at 2000 K for 105 configura-
tions. The initial 105 configurations were also discarded
from each ofthe high temperature runs. Three independent
runs were made at each temperature of 2 x lDs configura-
tions, and the results averaged. The maximum particle dis-
placement and volume change parameters were chosen for
each temperature so that the acceptance ratio was near 0.5.
The pressure was one bar for all of the MC runs.

Thermodynamic properties calculated with the MC tech-
nique at 4 temperatures are listed in Table 6. Except for the

Table 5. Expansion coelficients for the interaction potential
functions (short-rangc terms)

c r r
L j ( s h o r t )  -  !  t  - + + - + + - + +  K

1 l r  r  r

2 . 6 0

2 . 8 0
2 . 8 5
2 . 9 0

?  o s
3 . 0 0
3 . 2 5
3 .  5 0
3  , 7 0

3 . 7  5
3 , 8 0
3 . 9 0

4 , 0 0

4  . 0 5
4  . 1 0
4  . 1 5
4  . 2 0
4  , 3 0

4 , 4 0
4 . s 0
4 . 7 0
4  . 9 0
5 . 0 0

6 .  3 0
6 .  5 0

6.007

5 , 7 8 9

5  . 6 5 5

5 . 5 9 0
5.527

) . c u )

5 ,067

4 ,584

4 .OO2

-8 .278
-8 .061
-7  .97  4
- 7  . 8 8 3
-7  .788
-7  .69r
-7  .592
- 7 . 0 9 1
- 6 . 6 1 6

- 5 . 1 8 4
-  o . u o /
-  5 .9L2
-  5 . 8 3  7

- 5 . 7 9 6  5 . 7 6 4
-  5 . 6 9 4
-  5 . 6 2 5

_  5 . 4 9 0
-  5  . 3 5 3
-  5 . 2 4 r

- s . 1 4 6  5 , 1 2 5
- 4 '907
_  4 . 1 0 7

- 4  . 6 2 6  4 . 6 1 3

_  4 , 0 1 1
- 3 . 6 6 6
-3 .  553

Na-cl Na Ne cl cl

s T 0 - 3 G  - 1 5 9 . 7 E 4 8 3  - 4 5 4 . 4 9 3 1 9

S T o - 3 G D Z  - t 6 0 , 5 2 2 6 7  - 4 5 6 . 4 7 2 7 4

[ 6 , 4 1  - 1 6 1 , 6 6 0 1 4  - 4 5 9 . 5 2 0 4 3

s T 0 - 3 G *  - 1 5 9 . 7 E 5 9 9  - 4 5 7 . 9 1 2 7 4

-6t4.46t94

-6 t7 . r7922

-621.164a4

-617 .87281

-7  .99

- E , 0 1

- 8 . 0 3

a r l  ( J  A ' )  - 1 , 0 8 2  x  I 0  ' "  ( 3 )

b r i 1  ( J  A ' )  a . 5 2 0  x  r 0  ^ "  ( 3 )

. r ,  t :  i 8 )  - 3 . 2 0 5  x  1 0 - 1 6  ( 3 )

K  =  1 , 5 2 1  x  t o - 2 1  ( , 1 )

- 2 . 7 5 6  x  t o - 1 8  ( r )  2 . 1 4 4  x  1 0 - 1 6  ( l )

o  -2 .322 x  to -15  ( r )

2 . 2 4 8  x  r o - 1 7  ( r )  s . r 2 5  x  l o - r 5  ( l )



Fig. 2. Deviations of the 
"ounr.rp"or." 

corrected STO-3G* po-
tentials (this work) from the Born-Huggins-Mayer potential
(Adams and McDonald, 1974).

enthalpy function, the values are within five percent of the
available thermodynamic data. The enthalpies are about
ten percent too low. The volumes found for all of the liq-
uids were all lower than the volume at the melting point,
which is 37.6 crn3. The entropies were computed using
(N,I/,f) MC runs at the volume determined by the (N,P,T)
result; the low volumes tending to produce low entropies.
These results indicate that the potentials are too soft com-
pared to the Adams and McDonald (1974) BHM poten-
tials, which more a@urately reproduce the enthalpy and
volume at 1073 K. This result is consistent with the data in
Figure 2 which show decreasing deviation with increasing
distance.

A common thermodynamic technique uses interpolation
on the Gibb's function to find the temperature at which
two phases are in equilibrium. Linear interpolation for the
low and high temperature data shows liquid and crystalline
NaCl have equal free energies at 950 K. If the same pro-
cedute were used with the experimentally determined free
energy data the equilibrium temperature would be 1040 K.

Table 6. Monte Carlo results for the NaCl system at
four temperatures

zgexf toooxf ttooxs tzoorS

fl(r) ' 'b uc:
EX-

s" Mc
EX
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,."rJ"ollr^.,*, 
ttoo ttoo

Fig. 3. Gibb's function ( - (G, - H""")lf) as a function of tem-
perature. Heavy line from Robie et al. (1978). Open triangles this
work. Solid circle is experimental melting point of NaCl, solid
triangle represents melting point derived this work.

(The actual melting temperature is 1073 K.) The free energy
results are illustrated graphically in Figure 3. This figure
points out the diffrculty ofaccurately predicting phase rela-
tions using this method due to the similarity of slopes of
the Gibb's function for the liquid and the solid. A better
result might have been obtained by interpolating over a
smaller temperature range.

Using the free energy minimization technique, the
volume of the 81 and B2 phases of crystalline NaCl were
determined at 0 K as a function ofpressure. These data are
presented in Figure 4. The heavy solid line is the negative
of the difference between the more stable phase and the
volume of the Bl phase at zero pressure (Y") divided by
Vor.The upper row of dots are the same quantity for the B1
phase, and the lower row ofdots are for the 82 phase. The
phase transition was found to be at 160 kbar versus the
experimental value of 300 kbar (Bassett et al., 1968). This
result is quite similar to the value of 107 kbar determined
by Cohen and Gordon (1975) using the ionic model. Both

a - TH|S WOR( Vor lch3l 26.50. AVr2 lcms) 1.014

b -  BASSEn. t . r  t1968)  l26 .9S lb  t l .oo tb

vr  l cm3l  la .7aa Pr r tkb . r ,  1@'

t r7 .36 ,b  
-  

{3oo)b

. *a-A-x, u''"'"',13:33",0
' ' ' .-::-a-a-a-.-,, . . . . ; : _ : : _ :

a a

. THIS WORK

{ "",on"on 
rr*.,

100 120

Fig. 4. Volume changes of the 81 and 82 phases of NaCl as a
function of pressure. Vo,-volume of BI phase at zero pressure;
Vr, Vr-volumes of 81 and 82 phases at the phase change pres-
sure; Vr, : Vr - Vzi p12 - pressure of the phase transition.
Upper dots and crosses for B1 phase, lower dots for 82 phase.
Heavy line represents volume change for thermodynamically
stable phase.
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models provide a good prediction of the Bl phase up to
around l00kbar.

Discussion

Computation of accurate interaction potential functions
using ab initio scF-LcAo methods requires care in basis set
selection. Errors in computed potentials can arise from a
variety of sources: incomplete cancellation of correlation
error, incomplete correction for counterpoise error, and
lack of basis set balance. The basis sets used in this work
were optimized for isolated neutral atoms, and no reopti-
mization for isolated ions or for ion-pairs was performed.
Also, only ion-pair clusters were used to develop the ef-
fective pair potentials in this work. Another possible ap-
proach would employ solid state energy calculations to
develop pseudopotentials from a geometry variation. De-
spite these limitations, the computed interaction potentials
are quite close to empirically determined potentials (Adams
and McDonald, 1974) and to potentials determined using
an ionic model (Gordon and Kim, 1972).

Monte Carlo calculations provide a sensitive test of in-
teraction potentials. The equilibrium properties computed
in this study deviate from the experimental values because
the potential functions are too negative. Furthermore, the
amount by which the Hartree-Fock potentials deviate from
an effective pair potential changes with interparticle sepa-
ration (Fig. 2). The deviations in the enthalpy function are
the largest, approximately ten percent. Ten percent of the
enthalpy function represents a difference of 3 kJ in the
enthalpy at 1000 K. The lattice energy of the Bl phase of
NaCl was calculated to be -764 kJ. This agreement to
within one-half percent (relative to the ion reference state)
is consistent with the deviations in the potential functions
from the BHM model (Fig. 2) and illustrates the difliculty
in obtaining thermodynamic data from potential energy-
based techniques. The thermodynamic quantities are
derived from quite small diflerences between states contain-
ing large potential energies. (The potential energies them-
selves are computed as small diflerences between the
Hartree-Fock energies of the cluster and reference state,
see equation (4), Tables 2 and 3.) This diffrculty is similarly
manifested in computing phase relationships. For both the
one atmosphere MC simulations and the 0 K energy mini-
mizations, the predicted phase change points were not as
accurate as the predicted free energies and volumes.

This work demonstrates the possibility of determining
thermodynamic data (for a simple system) from first prin-
ciples using computer simulation techniques. This work
also points out some of the fundamental difliculties in ap-
plying Hartree-Fock pair potentials to condensed matter.
Future work, refining the interaction potential functions,
should lead to a great improvement in the accuracy of
computed equilibrium properties, and an increased under-
standing of the interparticle interactions in the NaCl
system.

Acknowledgments
This work was supported by NASA Grant NSG 7576. The

author would like to thank M. Drake, A. Woronow, and J. Jones

for helpful discussions. Two reviews by M. Bukowinski were also
appreciated.

References
Adams, D. J. and McDonald, I. R. (1974) Rigid-ion models of the

interionic potential in the alkali halides. Journal of Physics C:
Solid State Physics, 7,2761-2775.

Angell, C. A., Boehm, L., Cheeseman, P. A., and Tamaddon, S.
(1981) Far IR spectra and electrical conductivity of Li and Na
glasses by laboratory and conputer simulation experiments.
Solid State lonics, 5, 659-462.

Angell, C. A., Cheeseman, P. A., and Tamaddon, S. (1982) Pres-
sure enhancement of ion mobilities in liquid silicates from com-
puter simulation studies to 800 kilobars. Science, 2fE, E85-E87.

Bassett, W. A., Takahashi, T., Mao, H., and Weaver, J. S. (196E)
Pressure-induced phase transformations in NaCl. Journal of
Applied Physics, 39, 319-325.

Bridgeman, P. W. (1945) Polymorphic transitions and geological
phenomena. American Journal of Scienoe, 2434,90.

Brush, S. G., Sahlin, H. L., and Teller, E. (1966) A Monte Carlo
study ofa one-component plasma. Journal ofChemical Physics,
&.2102-2tt8.

Carsky, P. (1980) Ab lnitio Calculations: Methods and Appli-
cations in Chemistry. Springer-Verlag, New York.

Catlow, C. R. A., Thomas, J. M., Parker, S. C., and Jefferson, D. A.
(1982) Simulating silicate structure and the structural chemistry
of the pyroxenoids. Nature, 295,658-662.

Clementi, E. (1964) Simple basis set for molecular wavefunctions
containing first- and second-row atoms. Journal of Chernical
Physics, 40,194-1945.

Cohen, A. J. and Gordon, R. G. (1975) Theory of the lattice
energy, equilibrium structure, elastic constants, and pressure-
induced phase transitions in alkali-halide crystals. Physical
Review, 812,322V3241.

Cohen, A. J. and Gordon, R. G. (1976) Modified electron-gas
study of the stability, elastic properties, and high-pressure be-
havior of MgO and CaO crystals. Physical Review, Bl4 4593-
4ffi5.

Dienes, G. J., Welch, D. O. Fischer, C. R., Hatcher, R. D., Laza-
reth O., and Samberg, M. (1975) Shell-model calculation of
some point-defect properties of c-AlrOr. Physical Review, 811,
3060-3070.

Ewald, P. P. (1928) Die berechnung optischer und elektrostatis-
cher gitterpotentiale. Annalen der Physik, 64,253-287.

Gordon, R. G. and Kim, Y. S. (1972) Theory for the forces be-
tween closed-shell atoms and molecules. Journal of Chemical
Physics, 56, 3122-3133.

Gosling, E. M. and Singer, K. (1970) Determination of the free
volume and the entropy by a Monte Carlo method. Pure and
Applied Chemistry, 22, 303-309.

Hostetler, C. J. (1982) Theoretical investigations of geochemical
systems : MgO-AlrO.-SiOr. EOS, 63, ll4l.

Kirkwood, J. G. (1950) Critique of the free volume theory of the
liquid state. Journal of Chemical Physics, 18, 380-382.

Krogh-Moe, J., Ostvold, T., and Forland, T. (1969) Monte Carlo
studies on fused salts II. Calculations on a model of fused lith-
ium chloride at 1073 K. Acta Chemica Scandinavia, 23,2421-
2429.

Larson, B., Forland, T., and Singer, K. (1973) A Monte Carlo
calculation of thermodynamic properties for the liquid
NaCl + KCI mixture. Molecular Physics, 26,152l-1532.

Mackrodt, W. C. and Stewart, R. F. (1979) Defect properties of
ionic solids: II. Point defect energies based on modified
electron-gas potentials. Journal of Physics C: Solid State Phys-
ics, 12,431-49.



HOSTETLER: THERMODYNAMIC PROPERTIES OF NACI 607

Metropolis, N., Rosenbluth, A. W., Rosenbluth, M. N., Teller, A.
H., and Teller, E. (1953) Equation of state calculations by fast
computing machines. Journal of Chemical Physics, 21, 1087-
rw2.

Michielsen, J., Woerlee, P., Graaf, F. V. D., and Ketelaar, J. A. A.
(1975) Pair potential for alkali metal halides with rock salt
structure. Transactions of the Faraday Society II, 71, l73{.l_-
t'!41.

Pauling L. (1928) The influence of relative ionic sizes on the
properties of ionic compounds. Journal of the American Chemi
cal Society, 50, 1036-1045.

Pople, J. A., Binkley, J. S. Whitehead, R. A., Harihan, P. C., and
Seeger, R. (1978) GAUSSIAN-76: an ab initio molecular orbital
calculation. Quantum Chemistry Program Exchange, 1 1, 368.

Robie, R. A., Hemingway, B. S., and Fisher, J. R. (1978) Thermo-
dynamic properties ofminerals and related substances at298.15
K and 1 bar pressure and at higher temp€ratures. United States
Geological Survey Bulletin 1452.

Soules, T. F. (1979) A molecular dynamic calculation of the struc-
ture of sodium silicate glasses. Journal of Chemical Physics, 71,
457H.578.

Soules, T. F. and Busbey, R. F. (1981) Sodium diffusion in alkali
silicate glass by molecular dynamics. Journal of Chemical Phys-
ics, 75, 969-975.

Stillinger, F. H. (1964) Equilibrium theory of pure fused salts. In
M. Blander, Ed., Molten Salt Chemistry, p. 1-105. Interscience
Publishers. New York.

Tosi, M. P. and Fumi, F. G. (1964) Ionic sizes and Born repulsive
parameters in the NaCl-type alkali halides-Il. The generalized

Huggins-Mayer form. Journal of Physics and Chemistry of
Solids, 25,45-52.

Tossell, J. A. (1980) Calculation of bond distances and heats of
formation for BeO, MgO, SiOr, TiOr, FeO, and ZnO using the
ionic model. American Mineralogist, 63, 163-17 3.

Veillard, A. (1968) Gaussian basis set for molecular wavefunctions
containing second-row atoms. Theoretica Chimica Acta, 12'
405411.

Woodcock, L. V. (19?5) Molecular dynamics calculations on the
molton ionic salts. In J. Braunstein, G. Mamantov, and G. P.
Smith. Eds.. Advances in Molten Salt Chemistry, Volume 3' p.

1-74, Plenum Press, New York.
Woodcock, L. V. and Singer, K. (1971) Thermodynamic and struc-

tural properties of liquid ionic salts obtained by Monte Carlo
computation. Transactions of the Faraday Society, 6'1, 12-29-

Woodcock, L. V., Angell, C. A., and Cheeseman, P. (1976) Molec-
ular dynamics studies of the vitreous state: Simple ionic systems
and silica. Journal of Chemical Physics, 65, 1565-1577.

Zhadanov, V. A. and Pdyakov, V. V. (1977) Parameterless calcula-
tion of the bond forces in ionic crystals. Soviet Physics Crystal-
lography, 22,488490.

Manuscript receioeil, Nooember 19, 1981 :

accepteilfor publication, Jantnry 14, 1985.


