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ABSTRACf

In this paper, sample mass-absorption corrections for X-ray fluorescence trace element
analysis are reexamined and a new approach is presented that is more accurate and more
versatile than current methods. A method based on Compton scattering of a tube line is
widely used because it is simple and does not require knowledge of the complete sample
composition. The equivalent-wavelength method is sometimes used instead, especially if
there is a major element absorption edge between the wavelengths of the Compton peak
and the characteristic analyte radiation. Both methods suffer from difficulties in correcting
for absorption edges and for enhancement by secondary fluorescence. In addition, the
necessary assumption that the ratio of mass-absorption coefficients of any two elements
is approximately independent of wavelength is surprisingly inaccurate. A series of exam-
ples demonstrates that in some cases large analytical errors may result.

Methods based on the new approach completely and automatically correct for absorp-
tion edges and secondary fluorescence, without introducing such errors. In contrast to
current methods, a complete major element analysis is not necessary. Thus, rapid deter-
mination of concentration ratios, such as Cr/Fe and V/Fe in oxide ores, BalFe in Fe-rich
hydrothermal deposits, and Sr/Ca in carbonates, is possible.

In an experimental test, accuracy of better than 1% was demonstrated for analysis of V
in Fe-rich samples. A proposed coefficient approximation was shown to give accuracy of
2% or better (excluding experimental errors) for Rb, Ni, Ba, and Cr over an extremely
wide range of sample compositions.

INTRODUCTION

Absorption-enhancement corrections for X-ray fluo-
rescence (XRF) analysis require extensive computation
and involve integration ofa sample-specific function over
wavelength. For trace element analysis, the problem can
be simplified in various ways. With the Compton-peak
method, Compton scattering of a tube-target line is com-
monly used to estimate sample mass-absorption coeffi-
cients (cf. Hower 1959; Reynolds 1963, 1967). Because
the Compton mass-scattering cross section is roughly in-
dependent of atomic number, the intensity of Compton
scattering is determined mainly by absorption in the sam-
ple. The result is that the intensity of a Compton peak is
approximately inversely related to the mass-absorption
coefficient of the sample. This relationship can be used
to correct for absorption without knowledge of the major
element composition of the sample or of any binder or
diluent that might be added.

For quantitative XRF analysis using the Compton-peak
method, the main assumptions are as follows: (1) The
sample has no absorption edges between the Compton-
peak wavelength and the analyte-peak wavelength; (2) the
ratio of mass-absorption coefficients at any two wave-
lengths is nearly independent of sample composition if
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there is no intervening absorption edge (Hower 1959);
and (3) enhancement effects (secondary and tertiary flu-
orescence) are unimportant.

These assumptions pose substantial problems for the
analyst. The first assumption can be invalidated by major
or minor element absorption edges. Analysis for Co, Cr,
V, Sc, and Ba in the presence of Fe and Ti are well-known
examples. The second assumption is highly inaccurate for
some sample matrix elements, especially Fe, Ti, K, Ca,
C, and H. Finally, enhancement can be extremely im-
portant in some samples, but it is typically ignored be-
cause making the correction is numerically difficult.

The equivalent-wavelength method is closely related to
the Compton-peak method and is commonly used in-
stead. The equivalent-wavelength method avoids integra-
tion by assuming that a single wavelength, called the
equivalent wavelength, can approximate the polychro-
matic incident spectrum, resulting in greatly simplified
mass-absorption calculations. The sample mass-absorp-
tion coefficients can be calculated from the composition
or from the Compton-peak intensity. If an absorption
edge is present between the Compton-peak wavelength
and the analyte-peak wavelength, sample mass-absorp-
tion coefficients must be calculated on both sides of the
absorption edge. For this purpose, an absorption-edge
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TABLE1. Symbols used in this paper

Subscript i always refers to the analyte element.
III fluorescent intensity for analyte i, line I
C, concentration (mass fraction) of analyte i
A and A, wavelength and the characteristic analyte wavelength,

respectively
wavelength of line k of element j
shortest wavelength of the incident spectrum
absorption-edge wavelength of the analyte
tube intensity at wavelength A
average angle of incidence and emergence relative to

sample surface
I',(A) and I',(A) mass-absorption coefficient of sample and element i at

wavelength A
1',(A)/sin >/;,
I',(AJ/sin

""I';(A) + I";(A,)
photoelectric absorption-jump ratio due to the shell in

question
the fluorescence yield for that shell
the transition probability, i.e., the intensity of the analyti-

calline I relative to all lines from the same shell (e.g.,
Ka intensity relative to total K line intensity)

the solid angle of acceptance by the detector
the irradiated sample area
n s

9"41Tsin
""r, - 1

-WPiir,

Ajk

Ao
Aedge i

10(A)
>/;">/;2

w,
PII

n
S

91/

jump ratio is sometimes calculated from the element in-
tensity of the absorption edge (Walker 1973). Although
the Compton-peak and equivalent-wavelength methods
may give satisfactory results in many cases, they require
assumptions that are not entirely correct, as is shown in
the present work, and they have practical limitations as
well. In addition, neither method corrects for enhance-
ment.

The theories of the Compton-peak and equivalent-
wavelength methods for trace element analysis were de-
veloped by Hower (1959), Reynolds (1963,1967), Walk-
er (1973), Feather and Willis (1976), and many others.
Of course, simplifying assumptions that were necessary
in the past, because of the difficulty of the calculations,
are no longer necessary owing to advances in computer
hardware and in fundamental-parameter and influence-
coefficient methods. However, the Compton-peak and
equivalent-wavelength methods have not benefited from
recent advances, and comprehensive treatments of ab-
sorption edges and enhancement are sti11lacking.

In this paper the fundamental assumptions about trace
element analysis are reexamined to clarify the limitations
of existing methods and to present a new and different
approach. The Compton-peak and equivalent-wave-
length methods represent approximations of the funda-
mental equation and may introduce large errors in cal-
culations. Therefore, the accuracy of these approximations
is tested against the fundamental equation, and the re-
sulting errors are illustrated with a series of numerical
examples.

Finally, a new approach is presented, which appears to
be valid for virtually any sample. It combines the attri-
butes and advantages of the Compton-peak method with

those of more general methods. A coefficient method
based on this approach is evaluated numerically and ex-
perimentally and is shown to be highly accurate and more
versatile than previous methods.

THEORY: PRIMARY AND SECONDARY
FLUORESCENCE INTENSITY

The theory underlying X-ray fluorescence analysis
(Sherman 1955; Shiraiwa and Fujino 1966; Tertian and
Claisse 1982; MUller 1972; Jenkins et al. 1981) is well
established and accepted. The fundamental equation (Eq.
1), and the influence-coefficient methods based on this
equation, give corrections that are sufficiently accurate
for major element analysis (cf. Pella and Sieber 1982;
Rousseau 1984b; Rousseau and Bouchard 1986; Pella et
al. 1986; de Boer et al. 1993; Eastell and Willis 1993;
Couture et al. 1993). Therefore, the fundamental equa-
tion constitutes an accurate theoretical basis for the eval-
uation of other methods.

The intensity of a given X-ray line from element i is
the sum of the primary fluorescence (due to tube radia-
tion), the secondary fluorescence (due to other elements
in the sample), the tertiary fluorescence (due to secondary
fluorescence of other elements), and so forth. The follow-
ing presentation does not consider tertiary fluorescence
because it is usually quite small. Equations for the tertiary
fluorescence intensity were derived by Sherman (1955)
and Shiraiwa and Fujino (1966), among others, and Sparks
(1975) presented a useful simplification for tertiary fluo-
rescence.

The symbols and definitions used in the following
equations are presented in Table 1. The fluorescence in-
tensity Iii for analyte i, line I, is given by

(1)

where

A =
I1;("A)Io(A)

11:
(2)

and

(3)

if Ajk ~ Aed,e;and Ajk > Ao,or 0 otherwise.
Equation 1 is generally considered to be accurate and

correct, but it still entails certain assumptions. Most spec-
trometers use a widely divergent beam, so an average
value for 1/;,(see Table I) is assumed, although the correct
value may not be easy to determine [cf. MUller (1972, p.
84)]. In addition, the effect of scattering on attenuation is
generally ignored, so that total mass-absorption coeffi-
cients are used in the denominator. The factor 11;(A)in
the numerator of Equation 2 is an approximation of the
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photoelectric mass-absorption coefficient, and the 1Ir2
dependence of intensity on distance from the target is
ignored. These approximations are not usually consid-
ered to be important, especially for trace elements (cf.
Muller 1972; Jenkins et al. 1981), and it is not the pur-
pose of this paper to examine these assumptions.

Equation I appears quite complicated, but the absorp-
tion part is rather simple. The numerator of A (Eq. 2)
represents absorption of tube radiation by the analyte el-
ement as a function of wavelength. The denominator /-L~
represents absorption by the sample and consists of two
terms: /-L:(A)represents absorption of tube radiation, and
/-L:/(A;)represents absorption of analyte radiation. Ej in
Equation I corresponds to enhancement by secondary
fluorescence. The secondary fluorescence intensity is cal-
culated by summing over each line k of each element j
that can cause fluorescence. Both A and Ej depend on the
sample composition, so direct solution of Equation I for
composition requires numerical integration over the
spectrum for each sample.

Equation I is usually solved by direct calculation of the
sample mass-absorption coefficient from published ta-
bles, using

An alternative method, based on both composition and
the intensity of a Compton-peak-scattered tube line, is
presented later. For calibration, intensities are calculated
from Equation I, and Iii is calculated by comparison with
measured intensities. For analysis, Equation I is solved
for composition by iteration. It can also be solved by
indirect methods: either the Compton-peak method, the
equivalent-wavelength method, or a series approxima-
tion (influence coefficients). This paper deals with the
methods and accuracy of these approximations.

THE COMPTON-PEAK METHOD

Principles

Mass-absorption coefficients from the Compton-peak
intensity. The atomic Compton-scattering cross section
is roughly proportional to the number of electrons and,
therefore, to the atomic weight. Consequently, the mass-
scattering coefficient, which is the scattering cross section
per unit mass, is roughly independent of atomic mass
over a limited range of atomic number (see Fig. I). Be-
cause the intensity of the Compton-scattered peak from
a thick sample is proportional to the mass-scattering co-
efficient divided by the mass-absorption coefficient (Ter-
tian and Claisse 1982, p. 261), this ratio is a practical
measure of the mass-absorption coefficient.

The mass-scattering coefficient is generally expressed
as du/dQ, which is the differential cross section per unit
solid angle. This parameter was calculated for RhKa ra-
diation, assuming a scattering angle of 100°. The Klein-
Nishina formula for free-electron scattering was used, and
values for the theoretical incoherent scattering function
S(x,Z) were taken from Hubbell et al. (1975). The mass-
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FIGURE 1. Mass Compton-scattering coefficients do-/dQ (in
squared centimeters per gram) for RhKa radiation vs. I-' (in
squared centimeters per gram) at ARhKofor the chemical elements.
Over a narrow range of Z, the coefficients are approximately
linear with 1-'.

(5) scattering coefficients for RhKa radiation are plotted in
Figure I as a function of /-Ls.

Over almost any limited range of atomic number the
relation between du/dQ and /-Ls is approximately linear
with /-L(cf. Tertian and Claisse 1982, p. 263). If OJrepre-
sents the deviation from a straight line, the coefficient for
element j can be represented by

:ci = b + /-Ljd+ OJ (6)

and it is easily shown that

B + ~ Co~ j j

Ie = + D
/-Ls(A,)

where Ie is the Compton-peak intensity, A, is the wave-
length of the tube line, and b, d, B, and D are constants.
B, D, and OJare easily determined empirically by mea-
suring Ie for known compounds. In most geological ap-
plications, OJ'can be ignored and D is small, giving the
familiar reciprocal relation /-Ls(A,)= Bile (cf. Reynolds
1967).

Figure 2 shows a plot of the calculated Compton-peak
intensity vs. 1I/-Ls.For II oxides from Na20 to Fe203, a
linear least-squares fit (with OJ= 0) gives a relative stan-
dard error of the estimate of only ::t 1.8%. The light ele-
ments also showed reasonable conformity using the same
fit: H20 deviates by 14%, and C02 deviates by 3.8%; Li20
and B203 deviate by only 0.4 and 2.3%, respectively.
Overall, such light elements contribute little to the mass-
absorption coefficients of most samples. Thus, OJcan be
ignored in ordinary geological applications. However, be-
cause of a K absorption edge above Mo, shown in Figure
I, this is not true for samples that contain both light and
heavy major elements. Formerly, such samples could not

(7)



be analyzed at all by the Compton-peak method. Fortu-
nately, there are few such geological samples.

As a practical matter, it is difficult to measure the in-
tensity of a Compton-scattered Rh tube line because the
peak is superimposed on a strong, irregular background
that consists of Compton- and Rayleigh-scattered contin-
uum radiation. For an Mo tube the Raleigh and Compton
peaks may be unresolved (Reynolds 1967). In addition,
there may be a constant, scattered contribution from
sample masks or other spectrometer parts. Nevertheless,
Equation 7 appears to be an accurate empirical relation
(Couture, unpublished data; Tertian and Claisse 1982, p.
264). It is a common practice to plot 1/Ie vs. fJ."but this
generally gives a curve (Reynolds 1967; Harvey and At-
kin 1982), whereas Equation 7 gives a straight line.

Hower's approximation and Compton scattering. How-
er (1959) observed that the ratio of mass-absorption co-
efficients of any two elements i and j is approximately
independent of wavelength, so that

fJ.P'i) _ fJ.j(A2)

fJ.j(A,) - fJ.iA2)

and

as long as AI and 1..2do not span an absorption edge of
elements i or j. This is also true for mixtures and com-
pounds, so the wavelength dependence of the mass-ab-
sorption coefficient of any sample can be expressed ap-
proximately as a single function K (A). In practice,
representative values of K(A) can be calculated from Si
or Si02.

From Equations 7 and 9, the mass-absorption coeffi-
cient at any wavelength can be determined from the
Compton-peak intensity (assuming OJ= 0 for brevity):

1.5 3.02.0 2.5

Wavelength (A)

FIGURE 3. (A)Mass-absorption coefficientsnormalized to Si02
and to ARhKaVS. A. If Hower's approximation (Eq. 9) is correct,
the normalized coefficient must be I at all wavelengths (see Eq.
14). (B) Photoelectric mass-absorption coefficients normalized
to Si02 and to ARhK.VS. A. Data from program XCOM (Berger
and Hubbell 1987).

(8)

(9)

If the sample has no significant (i.e., major element) ab-
sorption edge between 1..0and Aed,e;,Equation 10 can be
substituted into Equation I, giving

[
Iii ("'"'" fJ.j(A)I(A) dA

]Iii ""
ClIe - D)

11
J""

K'(A) + K"(Aj)
(II)

where

K'(A) = K(A)/sin ,>/;, (12)

and

K"(A) = K(A)/sin '>/;2' (13)

Because there is no intervening absorption edge, there is
no secondary fluorescence.

The expression in brackets in Equation 11 is a constant



Hower'sapproximation Combined

SrKa NiKa CrKa SrKa NiKa

0.0 0.0 0.0 0.0 0.0
-0.3 -1.0 -2.9 -0.3 -1.0

1.6 13.8 19.9 1.6 13.8
1.0 11.7 1.0 11.7
1.2 13.4 1.2 13.4
0.0 3.4 5.4 0.9 4.8
0.7 8.5 1.3 9.5
0.2 3.8 2.6 7.3
0.3 4.7 4.4 10.5

-0.0 1.5 6.2 10.4
1.1 11.9 3.3 15.1

17.1 23.8
0.6 7.4 18.4 32.4
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TABLE2. Errors (% relative) in the Compton method

Rock*

Total
trace

elements**

Multiple edges

SrKa NiKa CrKa

Si02
AI20,
CaCO,
50% Si02 + 50% Fe20,
Fe20,
Feldspar JF-2
Basalt BCR-1
Granite G-2
Syenite STM-1
Granite MA-N
Shonkinite
Si02 + 1% SrO
Ljuvarovite NIM-L

o
o
o
o
o
0.12
0.26
0.44
0.5
0.61
0.75
1.0
2.35

0.9
0.6
2.4
4.1
6.2
2.2

17.1
17.7

1.4
0.9
3.4
5.5
8.8
2.9

23.8
23.2

1.5

24.3

CrKa

0.0
-2.9
19.9

7.0

24.3

Note: Errors due to (1) uncorrected absorption edges (see text), (2) Hower's approximation (Eq. 9), (3) both errors combined. Same tube conditions
as in Figure 4.

*
Compositions from Govindaraju (1989); Shonkinite is 33.7% Si02, 7.3% Ti02' 2.5% A120" 34.8% Fe20" 4.7% MgO, 12.1 % CaO, 0.7% Na20, 0.5%

K20, and 2.5% P20,.

** Total Cr, Co, V, Cu, Zn, Ga, Rb, Sr, Y, Zr, Ba, and Pb (wt%) as oxides.

that can be determined by calibration or by calculation.
Equation 11 represents the familiar relation between trace
element concentration, intensity, and the Compton-peak
intensity. Note that it is not valid if there is any inter-
vening major element absorption edge, including that of
the analyte, between Aoand Ai' Therefore, it is not valid
for analysis of major elements.

Test of Hower's approximation. Unfortunately, How-
er's approximation (Eq. 9) is not at all accurate. Equation
9 can be tested by rewriting it as

[
/-I.i(A)

]/-I.i(At)

""

[
/-I.i(A)

]

1.

/-I./At)

A plot of this ratio against A, shown in Figure 3A, reveals
deviations of up to 23% over the important wavelength
range of 0.6-3 A. Within a narrow range of atomic num-
ber (oxides from Na20 to S03) the approximation is rea-
sonably accurate, generally within 6%, but the light ox-
ides (Li20 through C02) and heavier oxides (K20 through
Fe203) have anomalously low mass-absorption coeffi-
cients at intermediate wavelengths. The patterns are gen-
erally similar whether the mass-absorption coefficients of
Thinh and Leroux (1979), Heinrich (1986), or the pro-
gram XCOM (Berger and Hubbell 1987) are used, al-
though there is disagreement about the lightest elements.
If only the photoelectric mass-absorption coefficients are
plotted, as in Figure 3B, the situation is similar except
for the lightest elements, which have anomalously high
coefficients at intermediate wavelengths.

Accuracy of the Compton-peak method

In addition to errors resulting from Hower's approxi-
mation (Eq. 9), the Compton-peak method is subject to
errors resulting from multiple uncompensated absorption
edges in those rocks that have unexpectedly high concen-

(14)

trations of trace elements. These errors were evaluated
for a variety ofrock types, by comparing the results from
Equations I and II, with the use of the method presented
in the Appendix.

The errors estimated for several rocks are shown in
Table 2. For this calculation Si02 was used as a reference,
i.e., it was assumed that Si02 is representative of all com-
ponents of the rock, and thus that the ratio of the mass-
absorption coefficient of the rock to that of Si02 is inde-
pendent of wavelength. Sr, Ni, and Cr were selected to
represent the range of trace element wavelengths custom-
arily analyzed with an Rh tube. For Fe-containing sam-
ples, values are not shown for Cr because the method is
not valid.

For SrKa the total range of errors due to Hower's ap-
proximation is small, only -0.3 to 1.6%, because the
wavelength (0.877 A) is close to that of Rh (0.615 A).
The errors are larger for longer wavelengths and are se-
rious for transition metals. The errors range from - 3 to
20% for CrKa radiation and are almost as high for Ni.
Over a limited range of sample types, the errors are more
restricted, only 1.5-8.5% for granite and basalt.

Of course, Si02 is used here only as a reference and
does not have to be used as a standard. The errors would
be smaller if the standards and unknowns were of a sim-
ilar rock type, but this would demand an unreasonably
large number of standards. Hower's approximation could
lead to serious errors ifrocks of widely different types are
analyzed. Carbonate rocks and iron titanium oxide ores
may show especially large errors for some elements.

The results have an important implication in the prep-
aration of standards. The preparation of standards by ad-
dition of trace elements to A1203, as suggested by Reyn-
olds (1963), is likely to lead to large positive errors, except
for analysis of bauxite and quartzite. This problem can
be virtually eliminated by using the combined method,
as presented below in Equations 19-31.

Table 2 shows that multiple uncompensated absorp-
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Effective Wavelength (A)
FIGURE 4. Errors in Cr concentrations calculated by the

equivalent-wavelength method (Eq. 15), as a function of the as-
sumed equivalent wavelength. Samples are 0-2 (granite), BCR-I
(basalt), shonkinite (containing 34% Si02 and 35% Fe203), 50%
Fe203-50% Si02, and Fe203 (see Table I for compositions). Rh
tube, 44 kV, 22 target-takeoff angle, 1/11 = 55°,1/12= 45°, Be win-
dow thickness = 0.3 mm. Tube intensity from Pella et al. (1985),

mass-absorption coefficients from Thinh and Leroux (1979). (A)
Excluding errors due to enhancement. (B) Total errors, including

errors due to uncompensated secondary fluorescence.

tion edges can cause significant errors. In granite G-2, Ni
shows a 3% error. A pegmatitic granite, MA-N, which
has 3600 parts per million (ppm) Rb and 173 ppm Nb,
shows a 9% error for Ni. NIM-L is very unusual in having
960 ppm Nb, 4600 ppm Sr, and 1.1% Zr, which cause a
23% error in Ni.

COMPENSATION FOR ABSORPTION EDGES: THE
EQUIV ALENT-WAVELENGTH METHOD

Principles

A very simple method is often used to compensate for
absorption edges without integrating over wavelength.
According to the mean value theorem of calculus, there
is at least one equivalent wavelength, Ae:S Aed,ei,such that
Equation 1 can be rewritten as

Secondary fluorescence is assumed to be insignificant. The
expression fuCAed,ei - AO)JLi(Ae)Io(Ae)represents a calibra-
tion constant that is the same for all samples, and JL:(Ae)
+ JL:'(A,)can be easily calculated from tables of mass-
absorption coefficients. If Hower's approximation (Eq. 9)
is valid, and if there is no significant (i.e., major element)
absorption edge between the shortest incident wavelength
and the analyte absorption edge (Ao< A < Aed,e,),then Ae
is independent of the sample composition. Consequently,
a single value of Aecan be used for any such sample. The
Aecan be determined by numerical evaluation of Equa-
tion 1 and comparison with Equation 15. The equivalent
wavelength must be determined once for each analyte
element i, but it is not necessary to evaluate an integral
for each sample.

Unfortunately, if there are intervening major element
absorption edges, Aedepends greatly on the sample com-
position because the shape of the integrand curve de-
pends on the magnitude of the absorption-edge jump.
Although Equation 15 is commonly used in such cases,
it is not very accurate unless Aeis evaluated individually
for each element in each sample (a time-consuming and
useless procedure!). An additional problem with Equa-
tion 15 is that it makes no correction for enhancement
effects. Examples of errors owing to the use of Equation
15 are presented below.

(15)

Accuracy of the equivalent-wavelength method

The accuracy of the equivalent-wavelength method was
determined by comparing the results of Equations 1 and
15, as described in the Appendix. An experimental test
is also presented below in the section entitled "Experi-
mental test of accuracy." The discontinuity caused by
major element absorption edges means that the equiva-
lent wavelength must be composition dependent, and that
use of a single equivalent wavelength for all samples must
cause calculation errors. Enhancement by secondary flu-
orescence may also be very significant.

Figure 4A shows errors in trace concentrations of Cr
calculated using Equation 15, as a function of the as-
sumed equivalent wavelength, considering only primary
fluorescence. The results for granite G-2 suggest that the
choice of equivalent wavelength is not critical for Fe-poor
samples. The actual value is about 1.0 :t 0.1 A. However,
as expected, the equivalent wavelength is strongly depen-
dent on the concentration of Fe, and for Fe-rich samples
the analyst would have to select the correct wavelength
for each sample.

However, Cr radiation is strongly enhanced in Fe-rich
samples. It may not be possible to achieve acceptable
accuracy without correcting for secondary fluorescence.
Ignoring secondary fluorescence gives concentration er-
rors of 11,22,46, and 86% for basalt BCR-I, shonkinite
(see Table 2 for compositions), 50% Fez03-50% Si02,
and Fe203, respectively.

The combined errors resulting from incorrect equiva-
lent wavelength and neglected secondary fluorescence are
shown in Figure 4B. For Fe ores there is no equivalent
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wavelength, and calculation errors for Cr in Fe203 range
from 34 to 243%. It appears that for analysis of Cr in
these samples, the best choice of equivalent wavelength
is the RhKa wavelength at 0.62 A rather than the actual
value at about 1.0 A. Thus, by compensating for one large
error with another, it may be possible to obtain satisfac-
tory results for samples with 35% FeO or less. Of course,
it does not necessarily follow that this fortuitous com-
pensation is valid for other analyte elements or for other
analytical conditions.

Cr is certainly not the only element to be affected by
strong enhancement effects. For example, secondary flu-
orescence by Fe causes concentration errors for BaLa of
8, 18, 35, and 65%, respectively, for the four Fe-rich sam-
ples shown in Figure 4. Secondary fluorescence by 1.5%
Zr causes a 5% error for Rb in NIM-L.

A NEW COMBINED COMPTON-PEAK-COEFFICIENT
METHOD

Principles

Compton scattering of incident radiation can be used
for approximate sample-matrix correction in the absence
of absorption edges and enhancement effects, but it is
necessary to solve Equation 1 directly or to use a coeffi-
cient method in other cases. It is possible to unify the
Compton-peak and coefficient methods, to clarify the re-
lation between them, and to combine their advantages:
Coefficient methods make possible rapid, automatic cor-
rections for virtually any sample composition, and the
Compton-peak method is useful if the sample composi-
tion is not completely known.

The key is to formulate an exact expression for the
sample mass-absorption coefficient as a function of wave-
length, using Hower's approximation (Eq. 9) as the start-
ing point. From Equation 5,

CSi,us.(A)= ,us(A)- ~ Cj,uj(A) (16)
j+Si

using Si as an arbitrary representative of typical wave-
length dependence (see Fig. 3; Si02 can also be used).
From Equations 9 and 16,

,us(A) - ~ Cj,uj(A)

K(A) =
j..Si .

,us(-\) - ~ Cj,uj(A,)
J+Si

It follows that

and

where

K* =
~(A)

+
~(Ai) .

sm 1/;1 sm 1/;2

Note that the expressions in brackets in Equations 18 and
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19 are 0 for j = Si. Equations 18 and 19 express the
sample mass-absorption coefficients in terms of known
or determinable quantities, namely the composition and
the sample mass-absorption coefficient at the tube wave-
length. All other parameters can be calculated from pub-
lished tables. The ,u,(A,)can be calculated from the com-
position or from the Compton-peak intensity, according
to Equation 7.

Equations 18 and 19 open a whole new class of calcu-
lation methods. They can be used for direct solution of
Equation I (the "fundamental parameters" method), or
for calculation of influence coefficients, as follows. For a
pure component, there is no secondary fluorescence, and
the intensity Ii/ofor the pure component i is given by

(21)

where A and ,u~ refer to the known or unknown multi-
component specimen (not the pure component), and ,ur
refers to the pure component. If the intensity ratio (or
apparent concentration) Ri is defined as Ij Ii/o, then

and

(23)

Equation 19 is now substituted into Equation 23. The
numerator is

(17) J A
K*,us(A,)

dA + J~ CA
[
,u1 - K*,uj(At)

]
dA

,ur
]

,ur

JAdA

The final result can be rewritten in coefficient form:

,u,(AJ'Yi+ ~ ~(1ij

C/ Ri =
j

1+~Ch
j

(25)

(24)

where

(20)
(26)



-1-(4)__ .2(3) -~... -C / ...Q)
------ -3 C

'0 Q)

IE
(1)

'0----.-. --------- IE
Q)

-40 Q)
() ------ 0-- (5) ()

-1 --- .5
(2)

646 COUTURE AND DYMEK: XRF ANALYSIS OF TRACE ELEMENTS

-2
o

SiOZ

75
-6

100

TiOZ

75 10010 25

FeO

Composition

FIGURE 5. Variations of influence coefficients with compo-
sition, for analyte Cr, matrix element Fe, in the system Si02-

FeO-Ti02. Line I = "Ie, for combined method (Eq. 26), 2 = {3e"F.
for combined method (Eq. 27) (scale at right), 3 = enhancement
coefficient Eij (Eq. 28), 4 = l/Ee"F" and 5 = aCe,F. for Lachance-
Traill method (Eq. 32).

25 50 50

and

In Equation 25, "Iiand (3ij correct for sample absorption,
and fij corrects for enhancement effects. The tts(At)can be
calculated from the sample composition and mass-ab-
sorption coefficients, or from the Compton-peak intensity
(Eq. 7).

Unfortunately, the coefficients depend on sample com-
position, as shown in Figure 5. Although "Ii and (3ijare
relatively constant, fij depends strongly on sample mass
absorption. For many samples "Ii' (3ij' and fij can be re-
garded as constants, but if there is strong secondary flu-
orescence, it is better to express the coefficients as func-
tions of composition. One method is to expand the
coefficients in series. Thus,

and

(3ij :::;, ~ (3ijkCk
k

where 'Yikand (3ijkare the values of "Ii and (3ijin pure com-
ponents k. This linear approach does not work well for
fij, but the expression

(31)

is much more accurate and is exact in some special cases.
Although the basis is mainly empirical, it does give an
excellent approximation, the accuracy of which is pre-
sented in the Discussion. Figure 5 presents an example
ofCr enhancement by Fe, for which lIfer,Feis nearly linear
with composition. It must be emphasized that it is im-
portant for any coefficient method to be tested numeri-
cally over the entire range of expected sample composi-
tions.

Other coefficient methods

Several coefficient methods, with varying degrees of
validity, have been used (cf. Tertian and Claisse 1982;
Pella et al. 1986). The best methods provide simple, au-
tomatic correction for absorption and enhancement, with
accuracy that is very close to that provided by Equations
I, 25, and 29-31. Coefficient methods in general avoid
the major errors of the Compton-peak and equivalent-
wavelength methods.

The Lachance- Traill equation (cf. Rousseau 1984a;
Tertian and Claisse 1982; Pella et al. 1986),

(27) (32)

(28)

is widely used for trace- and major-element analyses in
diluted discs. Because the coefficients aij are known to
depend largely on C; (cf. Tertian and Claisse 1982, p. 160,
194; Pella et al. 1986), it is often assumed that aij depends
only on Ci for trace elements and is therefore constant
(because C; :::;,0). Actually, if there is strong secondary
fluorescence of the analyte element, the coefficients vary
strongly with composition, as shown in Figure 5. Even
so, it is possible to get acceptable results by assuming
constant coefficients (R.M. Rousseau, personal commu-
nication; Pella et al. 1986). The values are customarily
calculated for binary mixtures, each mixture consisting
of the analyte component at its expected concentration
and one matrix component (C; :::;,0, Cj :::;,1 for trace
elements). Ordinarily, oxide components are assumed
(Pella et al. 1986). There are also many, more advanced
algorithms that attempt to express the compositional de-
pendence of the coefficients, while using as few coeffi-
cients as possible (cf. Tertian and Claisse 1982; Pella et
al. 1986), although these are seldom used for trace ele-
ment analysis.

(29)
Accuracy of coefficient methods

In this section the accuracy of coefficient methods is
tested against the fundamental equation (Eq. 1), using the
method described in the Appendix. Only the calculation
errors in absorption-enhancement corrections are consid-
ered; experimental errors are additional. An experimental
test is also described below in the section entitled "Ex-
perimental test of accuracy." The calculation errors are

(30)



TABLE 3. Accuracy of coefficient methods

Combined method' Not expanded" Lachance- Traillt

Sample Rb Ni Ba Cr Cr Cr

AI,O, -0.1 -0.0 -0.7 0.0 0.1 0.0
SiO, -0.2 -0.1 -0.6 -0.1 -0.0 -0.0
FeSiO, -0.2 -0.1 -1.4 -0.7 -4.0 4.8
Fe,O, -0.1 -0.1 0.3 1.8 -0.9 1.5
FeTiO, -0.2 -0.1 -1.9 -1.0 -21.5 3.8
TiO, -0.2 -0.1 0.8 -0.2 -0.1 0.0
CaFeSi,O, -0.2 -0.1 -1.3 -0.9 -10.0 3.7
CaMg,.,Fe,.,Si,O, -0.2 -0.1 -0.9 -0.4 -5.7 2.3
SiO,. 1% SrO -0.2 0.0 -1.1 -0.0 0.0 -0.0
ZrSiO, 5.1 1.1 -1.0 0.2 -21.9 0.8
ZrO, 3.5 0.8 -1.0 0.2 -30.9 0.1
FeS, 0.0 -0.0 -1.6 -1.8 -21.4 4.5
CuFeS, 0.0 -0.2 -1.5 -1.8 -14.1 2.1
Shonkinite -0.2 -0.1 -1.6 -1.0 -10.2 3.8
JF-2 -0.2 -0.1 -0.3 -0.0 -0.0 -0.0
G-2 -0.2 -0.1 -0.4 -0.2 -0.6 0.6
BCR-1 -0.2 -0.1 -0.8 -0.5 -3.1 2.3
NIM-L -0.2 -0.0 -0.7 -0.5 -2.8 1.8
MA-N -0.3 -0.0 -0.3 -0.1 -0.1 0.1

Note: Errors in weight percent.
'Combined method, expanded coefficients (Eqs. 25, 29-31).

"
Combined method, constant (unexpanded) coefficients (Eq. 25).

t Lachance-Traill method. Equation 32.
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shown in Table 3 for Rb, Ni, Ba, and Cr for several rep-
resentative samples. It is not possible to prove the accu-
racy in all cases by example, but Table 3 shows several
extreme cases that might be encountered for geologic ma-
terials. It is always advisable to test any method of ap-
proximation over the full range of effects to be encoun-
tered. The analyte elements represent a wide range of
peak energies, and the samples include examples that show
both strong absorption and strong enhancement of the
analyte radiation. For a different perspective, results are
also presented for several common rock types that show
no such extreme effects.

The accuracy of the combined method (Eqs. 25 and
29-31) is excellent for all elements considered. We be-
lieve that it ranks among the best coefficient methods. Ti,
Ca, and S strongly absorb CrK and BaL X-rays, and Fe
produces strong secondary fluorescence. Yet the accuracy
of Cr and Ba analysis is better than 2%, even in minerals
that span an extreme compositional range. The accuracy
for Ni is 0.2% or better in all samples, except in ZrSi04
and Zr02, where it is 1.1% or better. For the Lachance-
Traill method, data are shown only for Cr, but the ac-
curacy is about 5% or better for all elements considered.

Table 3 also shows results for Rb analysis in the Si02-
Zr02 system because Zr causes very strong fluorescence
of Rb. Even so, the combined method with expanded
coefficients gives results that are accurate to about 5%.

Even without expanded coefficients (Eqs. 29-31) the
results for Cr are fairly accurate in most samples. Even
in Fe silicates and Fe203, the accuracy is 4% or better.
However, FeTi03, FeS2, and CaFeSi206 show strongly
negative errors of more than 20% for Cr. The errors are
indirectly due to the combination of strong secondary
fluorescence and strong absorption by Ti, Ca, and S. Con-

-.-

sequently, the use of expanded coefficients is generally
recommended.

The accuracy of the combined method is also adequate
for major element analysis in undiluted samples. Because
of the effects of absorption edges, the concentration of Fe
must be known for analysis ofBa, Co, Mn, Cr, and lighter
elements, and the concentration ofTi must be known for
Ba and Sc analysis. If a complete chemical analysis is not
needed, it may be expedient or necessary to analyze
pressed powder pellets for Fe and Ti. In any case, the
required intensity data should be available because Fe
and Ti intensities are required for spectral interference
corrections. For the samples shown in Table 3 the accu-
racy of the combined coefficient method is 1.1% or better
for Fe and 2.4% or better for Ti. This allows the analysis
of trace elements from Sc (2 = 21) to U (2 = 92), plus
Fe and Ti, on a single fused disk or pressed powder pellet.

Discussion of the combined method

Interpretation. The combined method amplifies and
clarifies previous methods. The (3;jcoefficients (Eq. 25)
represent deviations from Hower's approximation (Eq.
9). Thus, for any matrix element} that conforms to Equa-
tion 9 over the appropriate wavelength interval, (3ij = O.
In addition, because (3ij = 0, element) has no absorption
edge, so there is no enhancement, and tij = O. If (3ij = 0
and tij = 0 for all), then Equation 25 becomes

(33)

Equation 33 represents the classical Compton method, in
which /ls(;\) is calculated from the Compton-peak inten-
sity.

To the extent that (3ij ¥- 0, the classical Compton-peak
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TABLE 4. Influence coefficients for analyte Cr

Matrix element j

Li
B
C

°Na
Mg
AI
Si
S
K
Ca
Ti
V
Mn
Fe
Zr

fCr,}

-0.04
-0.03
-0.02

0.00
-0.03

0.03
0.03
0.00

-0.10
-0.38
-0.55
-0.69
-3.54
-4.46
-5.02

-16.05

0.15
1.44
0.81

Note: Rh tube, 44 kV; I'c, ~ 0.25.

method is inaccurate. Equation 25 provides a simple
method for calculating the resulting errors. It is notewor-
thy that (Jjj

*'
0, because the analyte element always has

an absorption edge that affects the sample mass-absorp-
tion coefficient at the analyte wavelength. In a sense, any
major element interferes with its own analysis, and it is
not possible to analyze a major element by the unmodi-
fied Compton-peak method.

As an example, Table 4 shows the coefficients for Cr
analysis. As noted previously, K and Ca deviate substan-
tially from Equation 9 and therefore have nonzero (JeTJ
coefficients. The value of (Je,.Feis quite high because Fe
has an absorption edge at 1.7 A, which is well below the
CrKa wavelength of 2.1 A. Fe and Mn have large fjj co-
efficients because they cause strong secondary fluores-
cence of Cr.

Partial chemical analysis. The combined method (Eq.
25) is especially useful for partial chemical analysis. Be-
cause the (Jij coefficients reflect only absorption edges or
other deviations from Hower's approximation (Eq. 9),
and are therefore generally small, it is not necessary to
know the complete rock composition to correct for ab-

sorption and enhancement and to make an estimate of
the errors resulting from incomplete information. As ex-
amples, for analysis of Cr in basalt and Ba in potassium
feldspar, ignoring concentrations for elements with Z <
20 (Ca) causes errors of 0.25 and 6.4%, respectively. Most
other coefficient methods have generally larger influence
coefficients and therefore require complete compositional
information.

Partial chemical analysis is useful in many situations,
especially if complete compositional information cannot
be obtained or if limited information is required from
each of many samples. One interesting application would
be determination of concentration ratios for trace ele-
ment-major element pairs. For example, Sr/Ca ratios
could be determined in anorthosites and carbonates, Crl
Fe and VITi ratios in oxide ores, and Ba and Fe in Fe-
rich hydrothermal deposits. Other applications include
analysis of samples with major concentrations of second-
row elements (Li through F), which cannot be easily an-
alyzed by XRF. Finally, the method allows dilution of
samples by materials that have incompletely known com-
positions (e.g., hydrocarbon binders), without any special
matrix corrections for the binder.

In some cases it may be expedient or necessary to an-
alyze for trace elements but not for major elements. The
combined method makes this possible, even in samples
with very high concentrations of Fe and Ti. Previous
methods require a complete major element analysis for
analysis for light transition elements (Sc, V, Cr, Co) and
for Ba, Ce, and La (using L lines).

EXPERIMENTAL TEST OF ACCURACY

The overall accuracies of the combined method and
the equivalent-wavelength method were evaluated exper-
imentally for analysis of V in Fe-rich samples, as an ex-
ample. V, like Cr, is subject to strong enhancement by
Fe. In addition, the Fe absorption edge poses a problem
for the Compton-peak and equivalent-wavelength meth-
ods. Thus, analysis of V in samples that contain highly
variable concentrations of Fe constitutes a severe test of
any XRF analytical method.

TABLE 5. Experimental analytical errors for analysis of V in Fe-rich samples, comparing three methods for absorption-
enhancement corrections

Concentration

Fe20, (%) Fundamental Eqs.** Combined methodtV (ppm)

1770
1706
1469
1981
2129
1592

-0.05
0.05
0.33

-0.12
0.07

-0.59

o
o

42
45
89
92

-0.05
0.05

-0.24
-0.68

0.93
0.43

Error (% relative)*

Equivalent-wavelength methodt

A.=0.62A A,=1.05A A.=1.7A

-0.05 -0.05 -0.05
a~ a~ a~

14.03 26.23 58.20
14.37 27.57 62.18
25.77 54.53 129.92
25.67 55.24 132.76

Note: Samples are Fe20, + AI20, + V20Smixtures fused with two parts of flux (75% Li2B,O" 25% LiBO,). Rh tube, 55 kV, Siemens SRS-200.

*
AI20,standardsare shown in italics.

** Fundamental parameters method (Eq. 1), using Equation 19 for
I'~'

t Combined method, expanded coefficients (Eqs. 25, 29-31).
t Equivalent-wavelength method (Eq. 15), for different assumed equivalent wavelengths.
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A series of samples was prepared by fusing mixtures of
A1203, Fe203, and V20S with two parts ofLi borate glass.
Four samples containing up to 92% Fe203 were analyzed
for V, using two Fe-free samples as standards. The results
were evaluated using several of the equations presented
above and are shown in Table 5.

The fundamental equations (1 and 19) give virtually
perfect results, with <0.6% relative error for all samples.
The new coefficient method (Eqs. 25 and 29-31), which
represents a numerical approximation to the fundamen-
tal equations, gives results that are nearly as good, with
relative errors of < 1%. The results argue convincingly
that thc fundamental equations and the coefficient meth-
ods presented above are sound.

The equivalent-wavelength method (Eq. 15) gives rel-
ative errors between 14 and 133%, depending on the val-
ue assumed for the equivalent wavelength. As in the case
of Cr, the errors are smaller if a very short wavelength is
assumed for the equivalent wavelength, thereby offsetting
some of the large errors resulting from secondary fluores-
cence with large negative errors.

CHOICE OF METHODS

Influence-coefficient methods are clearly preferable to
simple mass-absorption corrections (i.e., the equivalent-
wavelength method or the unmodified Compton-peak
method) because they allow automatic compensation for
any number of absorption edges and complete correction
for secondary fluorescence. It is also a great advantage
that no special knowledge of the sample is required. A
computer can do all needed calculations for any sample,
with an exactly specified algorithm.

For routine trace element analysis, the Lachance- Traill
method (Eq. 32) is a good choice if the sample compo-
sition is known completely. For greater accuracy, or if the
sample composition is not known completely, the com-
bined (new) method (Eqs. 25 and 29-31) can be used.

The combined method offers some special advantages
and conveniences. As mentioned previously, it can be
used for partial chemical analysis. Measurement of the
Compton-peak intensity also compensates approximately
for long-term variations in the tube intensity without re-
quiring a monitor disc for each element that may be en-
countered. Because the Compton peak usually has a high
count rate, the counting statistical errors may also be low-
er than if a monitor disc is used.
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ApPENDIX: CALCULATION OF ERRORS IN THE

COMPTON-PEAK AND EQUIV ALENT-WAVELENGTH

METHODS

The combined errors resulting from Hower's approxi-
mation (Eq. 9) and from multiple trace element absorp-
tion edges were calculated by dividing the results ofEqua-
tion II, which gives the approximate value, by the results
of Equation I, which gives the exact value. (The second-
ary fluorescence term in Eq. I was ignored for the purpose
of these comparisons.) By recalculating and renormaliz-
ing compositions to exclude elements with intervening
absorption edges, the same procedure was used to cal-
culate the error resulting from Hower's approximation
alone. The difference is due to multiple trace element
absorption edges.

It is important to remember that the same calculation
errors apply to both the unknown sample and a standard,

so that the net concentration error depends on both the
sample and the standard. For these estimates the stan-
dard was assumed to be Sia2 with a trace of the analyte.
The following mathematical method was used for the es-
timates. The Compton-peak intensity can be calculated
directly (Hubbell et al. 1975), or it can be calculated to
an excellent degree of approximation from Equation 7.
Sia2 and Xtwere used as references to calculate K(X). From
Equations I, 7, and II, the concentration ratio is given
by

Ceale
=

Ii/,sample J.ls(Xt)

Caetual Ii/,si02 J.lsi02(XJ

(A-I)

where values of Ii/ for the sample and Sia2 are calculated
from Equation I (again ignoring secondary fluorescence).

The errors due to the equivalent-wavelength method
can be calculated in a very similar way. The error is given
by

Ceale
=

Ii/,sample

[
J.l~i02(Xe) + J.l~02(X)

]C.etual li/,si02 J.l:(Xe) + J.l:'(X) .

The error due to neglecting secondary fluorescence is

(A-2)

JAdX + ~ Cj JAEj dX
Ccalc

=
J

Caetual JAdX

(A-3)


